
Statistical Policy 
Working Paper 13 

Federal 
Longitudinal 

Surveys 

Prepared by 
Subcommittee on Federal Longitudinal Surveys 
Federal Committee on Statistical Methodology 

‘f: 
\ 
i ,’ ‘9 

!,$ 
Statistical Policy Office 

Office of Information and Regulatory Affairs 
Office of Management and Budget 

May 1986 



MEMBERS OF THE FEDERAL COMMITTEE ON 
STATISTICAL METHODOLOGY 

(November 1985) 

Maria Elena Gonzalez (Chair) 
Office of Information and 

Regulatory Affairs (OMB) 

Barbara A. Bailar 
Bureau of the Census 

(Commerce) - 

Daniel Kasprzyk 
Bureau of the Census 

(Commerce) 

Nilliam E. Kibler 
Statistical Reporting Service 

(Agriculture) 

Yvonne b!. Bishop 
Energy Information 

Administration (Energy) 

Edwin J. Coleman 
, Bureau of Economic Analysis 

(Commerce) 

i 

John E. Cremeans Jane Ross 
Business Analysis Social Security Administration 

(Commerce) (Health and Human Set-z-ices) 

tahava D. Doering 
Defense Manpower Data Center 

(Defense) * 

i Daniel H. Carnick 
Bureau of Economic Analysis 

(Commerce) 

Terry Ireland 
National Security Agency 

(Defense) 

Charles D. Jones 
Bureau of the Census 

(Commerce) 

David Pierce 
Federal Reserve Board 

Thomas Plewes 
Bureau of Labor Statistics 

(Labor) 

Fritz Scheuren 
Internal Revenue Servicei 

(Treasury) ' 

Monroe G. Sirken 
National Center for Health 

Statistics (Healtb afEd 
Human 'Services) 

Thomas G. Staples 
Social Security Administration 

(Health and Human Seroices) 

!’ 

Robert D. Tortora 
Statistical Reporting Service 

(Agriculture) I , 

’ . 

d 

. 



PREFACE 

"he Fe‘dPr.31 Committee on Statistical Methodology was organized by 
OqD‘ in 1975 to investigate methodological .issues in Federal 
4tatiStiC:s. Yem'lers of .the committee, selected by OMB on the 
%e;is of their individual cvpertise and interest in statistical 
met'l+s, serve in their personal capacity rather than as agency 
ropressntatives. "he committee carries out its work through 
5cl?cPmrnittoes Chat are organized -to study particular issues and 
+%ac, are open t.o arlv federal employees who wish‘to'participate in - 
t'?e stur'ics. Working panets are .prepared by the subcommittee 'T' 
mom%et4 an? reflect onlv their individual and collective views. 

“his’ working uaoer' of the Subcommittee on Federal Longitudinal 
S!lrvevs discusses the goals, management, operations, sample 
345iqns, estimation methods, and analvsiq of longitudinal ,~ 
s:lf're'tS. Cnncllrsin?s are drawn shout where to use longitudinal - 
s'lrvevs, an? the need to have an evaluatioti component in these . 5'1 tvovs . ?F? AQpendiceq contain twelve case studies of recent 

, tn?gitlldinal 5:irv~vs. The report is intended primsrilv to be 
usof* t9 Federal agencies in choosing to do, and then <in 
qosigning, fxrrving out, an? analvzing data from longitudinal 
5flrvev5. . '9e Federal Committee on Statistical Methodology 
i-te?+?s to organize -seminars to discuss the report with 
interseta-' FeAeral agency staEf members. 

'30 subcommittee on Federal Longitudinal Surveys was co-chaired 
hv Barbara 9. Bail?r and Daniel Kasurzyk, Bureau of the Census, 
DeQ*rtrn~?+ of Mmmerce. 
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NMCES 
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National Medical Care Expenditure Survey . 

NMCUES , National Medical Care Utilization and Expenditure Survey 

OSIKIS Statistical Analysis software, Survey Hesearch Center, U. Michigan 

PSI0 _ Panel Survey on Income Dynamics s 

RAMIS 

RAPID 

RHS 1 

Data base management system, Mathematics Research, Inc., 
Princeton, NJ. 

Data base management system, Statistics Canada,'Ottawa $ 

~ Retirement History Study 

SAS Data base management system, SAS Institute, Cary, N.C. 

SSA Social Security Administration ' 

SIPP Survey of Income and Program Participation 

SIR Data base management system, SeIR, Inc., Evanston, IL 

\ 
so1 Statistics of Income Program, IRS 

!I 
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WIE Work Incentive Experiment, SSA 
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INiRODUCTION 

Since the 1960's, the Federal government has sponsored an increasing 
number of longitudinal surveys as vehicles for research on administrative 
and policy issues. The goal of the Federal Committee on Statistical Metho; 
dology's'subcommittee on Federal Longitudinal Surveys is to identify the 
strengths and limitations of longitudinal surveys, and to propose some guide- 
lines for using them most effectively. 

Beginning its work, the subcommittee found that there were,multiple 
definitions of a longitudinal survey, so our,first task was to define what 
this report would mean by the tern.. The difficulty arises because there are 
two facets to the definition; design and analysis. To be absolutely clear, 
'one must distinguish between a longitudinally designed survey and a survey 
with longitudinal analysis. We have elected to put these components together 
in our definition. The distinguishing features of a longitudinal survey are: 

o repeated data collection for a sample of observational units over 
time; 

o the linkage of data\ records for'different time periods 
to'create a longitudinal record for each~observational unit; and 

o the analysis is 'based on the longitudinal microdata and refers to data 
collected over time; 

The essential feature is that, from the beginning, there is 'a plan to e'licit ' 
data from the future for each observational unit. 

This definition excludes some surveys with longitudfnal elements, 
such as the Current Population Survey (CPS). The Survey of Income and 
Program Participation (SIPP) is included here as a longtitudinal survey, 
although there are as yet no,longitudin'al‘ analyses of SIPP. Federal 

. . agencies also conduct surveys of establishments that have longitudinal 
elements but these are not yet true longitudinal surveys either. There J ' 
is an effort to create a longitudinal file for manufacturing fins at the 
Bureau of the Census. We included this program as a case study in this . 
report because, although it does not meet our definition,' it may be of 
interest to readers. Similarly, Federal agencies maintain longitudinal files . 
of administrative records that do not meet our definition. Yet they, may be , 
used in ways that are similar to the analysis of longitudinal surveys, so I 

' we have included an example, the Statistics of Income Data Program, as a 
case study. 

_. 
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Rotating panel surveys* are often described as longitudinql surveys. , 
They are not, but they may share many sampling, estimation, and analysis- 
characteristics with longitudinal surveys. In addition, there is a tendency 
for ongoing rotating panel'surveys to be changed to make longitudinal analysis 
possible. The National Crime Surveys (NCS) is currently considering such a I 
transition, and one possible result of the current redesign activities will 
be to create a lonyitudinal NCS data file if the cost is not prohibitive. 
There is interest in moving in the same direction with both CPS and the 
American Housing Survey (AHS, formerly the Annual Housing Survey). We should 
anticipate that eventually more rotating panel surveys will be modified, or 
designed from the beginning, to make longitudinal analysis possible. At this 
time, however, many rotating panels lack longitudinal data files, and many - 
longitudinal surveys are designed without rotating panels. 

The'subcanmittee members examined in detail 12 recent longitudinal 
surveys sponsored by the Federal Government, as examples and illustrations. 
These are: (1) the-Survey of Income and Program Participation (SIPP); (2) the 
Consumer Price,Index (CPI); (3) The Employment-Cost Index Survey (ECI); (4) 
the National Longitudinal Study of the High School Class of 1972 (NLS-72); 
(5) High School and Beyond (HS-B); (6) The National Longitudinal Surveys of 
Labor Market Experience (NLS); (7) the Social Security Administration's 
Retirement History Survey (RHS); (8) The Social Security Administration's 
Disability Program Work Incentive Experiments (WIE); (9) The National Medical 
Care Expenditure Survey (NMCES); (10) the National Medical Care Utilization and 
Expenditure Survey (NMCUES); (11) the Longitudinal Establishfrent Data File; and 
(12) the Statistics of Income Data Program (SOI). The surveys chosen for case 
study treatmentwere selected to represent a variety of sponsors, research 
questions and kinds of respondents. Each of the 12 case studies is described 
in the Appendix, and they are frequently cited to illustrate important points 
throughout the text. 

We hope that the chapters of the text and the case studies in the Appendix 
will convince readers of four points that emerged from the subcommittee's review 
of longitudinal surveys. First, longttudi nal survey designs are appropriate, 
and even required, for certain ktnds of research. These include, but are not 
limited to, such topics as gross change, the causes of change, or the role 
of attitudes in change. However, many longftudinal surveys have not made full 
use of their longitudinal design in the analysis. 

Second, longitudinal survey design, 
are still evolving. 

operation, and analysis techniques 
There are a number of important design issues that are 

not yet explored or understood. An example is the optimal length of time 
between 'interviews, and the number of interviews to conduct to achieve 

' ' research objectives. To.some extent the variations in survey design 

l A panel is a sample of persons selected to participate at a particular point c 
in the longitudinal sequence. 

, have a fixed duration. 
In a rotating panel survey the sample units 

As they leave the sample, they are replaced by new 
units which are introduced at specific points in time. 

I' 
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reflect the wide and legitimate differences between the research goals 
that each survey was desiyned to accomplish. This does not explain, how- 
ever, all the existing variation in methods.- Decisions about sample design 
and attrition, about selecting the best respondent or analytical units, 
about the best estimation, imputation or weighting schemes, or about the , 
impact of 'varying personal, mail or telephone interviews over the course 
of a longitudinal survey, have not always been,consistent. ' 

Third, the important question of the costs of longitudinal surveys corn-- 
pared to cross-sectional surveys has yet to be answered. There are conflict- -~ 
ing reports about the relative costs of the two types of survey. Costs' 
are,usually cited as higher for longitudinal surveys, but the costs'being 
reported are conf!ned to data collection costs and processing costs. This 
does not compare the full range of survey costs including quality costs, costs 
of analysis, and other such elements which could, in the long run, change the 
picture of the relative costs. 

. 
The fourth and final point that emerged from the subcommittee's review 

was that the surest method for learning anskrs to design, 'operational, 
and analysis issues is to build an.evaluation component into a longitudinal 
survey. By this means a record of comparative performance is created 
which benefits others. The case studies presented in this report, in 
particular, show hm progress occurs when evaluation is built into survey 
operations, and how forethought and planniny,'far more than additional 
expense, are needed to increase our knowledge about longitudinal survey - 
desiyn. 

\ This report is presented in 6 chapters. The first chapter is a revfew 
of the kind of research question for which a longitudinal approach is . 
appropriate, illustrated with examples. The second and third chapters describe 
some of the problems encountered in planning and managing‘longitudinal surveys. 
Chapter four discusses problems related to sample design and analytical , 
units in ;ongitudfnal surveys, and special problems of estimation and 
weighting. Chapter five describes and evaluates major approaches to the 
analysis of longitudinal surveys. The final chapter, number six, summarizes 
some issues the subcommittee members recognized as.important, and outlines 
the need for building an evaluation component into.prospective longitudinal _ 
surveys; both to answer questions about the quality of data derived from , . 
each survey and to answer questions about optimal design for future * 
longitudinal surveys. 

c 
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CHAPTER 1. 
I 

THE GOALS OF LONGITUDINAL RESEARCH ’ \ , - 

There are at least five distinctive8advantages to using a longitudinal survey 
rather than a cross-sectional survey. Some of these advantages are shared by 
rotating panel surveys. 

, 

1. A longitudinal sample reduces sampling variability in estimates of 
change. This is an advantage shared with rotating panel surveys 
such as CPS and NCSi . \ , * 

2. A matched longitudinal file provides a measure of individual gross 
change for each sample unit. This is an advantage shared to some 
extent by rotating panels, which can provide a measure of gross, 
change, but'not usually on an individual basis. 

3. Longitudinal survey interviews usually have a shorter, bounded 
reference period that reduces,recall, bias in comparison to a retro- /I 
spective interview with a long reference period. Rotating panels 

- 

such as CPS and NCS also share this advantage, Longitudinal surveys- 
I with long intervals between interviews may lose this advantage. 

4. 
'\ Longitudinal data are collectedtin a time sequence .that cla;fies the 

direction as well as the magnitude of change among variables.' ' 

,5. Long! tudinal interviews reduce the respondent'burden involved in creating 
a record that contains many variables. A single interview could not 
collect comparable detail without‘excessive respondent burden and fatigue. 
In addition, the quantity of data collected in a longitudinal survey is 
usually greater than that from several cross-sectional surveys because 
of the correlational structure of longitudinal data. 

There are also some distinct disadvantages to longitudinal surveys. 
Some of these are:. . 

.1 

1. ,The analysis of longitudinal surveys is dependent on the assembly - 
of the microrecord data. The full advantage of compiling a~detailed 
longitudinal record with many variables may not be available until 
years after the start of data collection. > a 

2. Beginning refusal rates may be comparable to those of cross-sectional 
surveys, but the attrition suffered over time may create serious biases 

/ in the analysis. 

Principal Author: Catherine Hines 5, 



3.. -. A longitudinal survey, including several data collections, is more 
costly than a single retrospective cross-sectional survey. A longi- 
tudinal survey may be less costly than a series of cross-sectional 
surveys. It is speculative whether a longitudinal survey is more 
costly than a rotating panel survey. 

r 

4. The estimates of gross change derived from longitudinal surveys tend 
to be inflated over time by simple response variance. The combined L' 
or net effect of such influences as,simple response variance, response 
bias and time-in-sample bias effect on longitudinal estimates of gross 

'change are still poorly measured. 
4 

5. Longitudinal surveys -are often improperly analyzed, not taking into 
account longitudinal characteristics or attrition. 

For some research goals, the advantages clearly outweigh the disadvantages. 
For other research goals this may not be the case. Research goals that demand 
longitudinal surveys are described in this chapter. 

A. Measuring Change 

Both cross-sectional and longitudinal surveys can be used to measure change. 
The National monthly estimate of UnemploylTlent based on the CPS is always compared 
to the estimate for the previous month or the same month a year ago. Estimates 

, 

of such things as crime victimizations, retail sales, housing starts, or health 
,conditions are all compared to estimates from a previous.time period. None of 

' these data are currently based on longitudinal surveys, 

Which measures of change need a longitudinal file structure? One example 
is the components of individual change. These are measures of gross change I 

for the observational units between points in time.* Longitudinal data are‘ 
frequently displayed in a time-referenced table, showing the characteristics, 
attitudes, or beliefs of the sample at time 1; cross-tabulated by the same 
characteristics, attitudes, or beliefs at time 2. 
change for an observational unit. 

Another example is the average 
As pointed~out by Duncan and Kalton (1985), 

if data are available for several time points for'each observational unit, then 
a measure of average change or trend can be estimated. Finally, a longitudinal 
design permits the measurement of stability or lack of stability for each 
observational unit. 

. 

Measures of gross change are of interest in several of the case studies 
desccribed in this report. Respondents,are followed through employment and 
unemployment (NLS), training and the labor force (NLS-72, HS&B), into and out 
of poverty (SIPP), or between health, treatment, and disability (NMCES, NMCUES, 
RHS, WIE). The focus is sometimes on movement across an arbitrary threshold 
(such as poverty, defined by household composition and income), and sometimes i 
on a continuous measure.~ 

c 

’ l The observation periods in a longitudinal survey are commonly called waves. 
A wave describes one complete'cycle of interviewing, from sampling to data 
collection, regardless of its duration. 

6 . 



‘In independent (i.e., cross-sectional) samples, sub-populations with, 
very different gross-change patterns are indistinguishable if the sum of the 
changes is similar. This has been important to studies of employment. The 
NLS, for example, can distinguish a hypothetical population where 15% of the 
people are never employed, from a population where at each interview a different 
15 % respondents report unemploymnt. A cross-sectional survey could not 
make the same distinction, which is vital to the development of intervention 
policies. Another example can be cited from the field of social indicators 

1 research. A series of variables, measured longitudinally, can be used to 
construct models for estimation to examine change.over time wfth great elegance. 
(See Land, 1971, 1975.) ' 

" Young adults in the years after full-time school are frequent longitudinal 
survey subjects (NLS Youth, Cohorts; NLS-72, HS&B) because individuals in these 
years are kn&n to pass between statuses (employment and unemployment, school 
and training programs, in and out-of the armed services, between households) 
rapidly and irregularly. Cross-sectional studies would miss all the individual 
reversals and repeti‘tive change.. To develop detailed models of the causes of 
change in these fluid populations, longitudinal measures are needed to capture 
the record of individual and gross change. 

For example, cross-sectional studies of college enrollments have generally 
1 found relatively high stability over a number of years, whereas analysis of 

, NLS-72 data identified frequentXindividual.change occurring at a stable rate. 
A-substantial percentage of the college students surveyed exhibited erratic" - 
enrollment patterns characterized by dropping out or transferring between 
O-year and Z-year colleges. In light of these findings, student financial 
assistance (grants and loans) have changed. Legislation has Shifted aid to 
channgl the funds directly to the students, who choose the college they wish ,' 
to attend --rather than channelling the funds to college officials, who decide 
how the funds are doled out to enrolled students. 

Studying the relationship between attitudes and behavioral change 
Poses particularly difficult problems in research design. The problems 
inherent in determining'which variable in a pair changes first are present, 
and they are exacerbated by-the problems encountered in surveys of subjective 
phenomena, such as attitudes. Using retrospective questions to ask respondents 
to reconstruct thoughts or feelings as they existed in the past has proved 
unreliable. 

Prospective longitudinal surveys provide the most reliable data on' 
change .in knowledge or attitudes, because longitudinal measures are collected 
while the subjective states actually exist. This appears to reduce the 
bias frequently caused by suppression or distortion of respondent recall. . 
In addition, unlike retrospective measures of attitudes, contemporary 

I measures can sdmetimes be probed or even verified. . 
I 

The longitudinal surveys of high school students'(NLS-72 and HS&B) 
demonstrate the method's power to collect data on changing subjective states, 
and to study causation. These surveys have measured attitudes and expectations 
about employment, and subsequent employment experiences and behavior. The 
data,.which could not have been collected cross-sectionally, can be analyzed 
to understand the formation of attitudes, as well as to evaluate the effects * 
that attitudes have on subsequent behavior. 

I 7 



When the research goal is to measure a component of individual change, 
longitudinal surveys have strong advantages. They are the only method 
available to collect data on a recent occurrence basis over a long period of 
time. A1though.a retrospective cross-sectional survey could be used to attempt . 
the same thing, the recall bias mdy be a strong force against this decision. 
The bias from the attrition in a longitudinal survey has to be balanced 

' against the bias,or lack of information in a retrospective cross-sectional 
survey. The bias,from attrition is usually preferred. &3 

I 
" Price and wage changes are measured in longitudinal surveys (i.e,, the CPI , 

and ECI) because the longitudinal sample design holds, other variables constant. 
The assumption can be made that whatever unknown sampling bias exists in later 

k 
1 

waves was also present in earlier waves, and can be dismissed as a possible 
source of the changes being measured. 

8. 'Assembling Detailed Individual Recordi 

Longitudinal'surveys generally'provide researchers with more detailed ' 
records for each individual than is practicable through a cross-sectional 
design. In a longitudinal design, an extremely detailed record can be 
accumulated for each subject without making any single observation period 
(i.e., interview or wave) excessively burdensome. By 1982, for example, 
records for the original respondents in the NLS contained up to 1,000 
data items for each sample case. To create a record of comparable detail 
and complexity would'have required a one-time questionnaire of extraordinary . 
length. In addition, responses referring to earlier time periods would 
have been reconstructed from memory, reducing their reliability. In many 
instances, researchers are looking for cause-and-effect relationships that are 
more likely to be accurate if the data are compiled on a current rather than 
retrospective basis. 

c. Collecting Data That is Hard to Recall 

Some surveys ask questions that respondents have difficulty in answering 
precisely or objectively after much time has passed. These include questions 
that call for the kind of detail that people seldom recall clearly (such 
as complete records of expenditures, or health treatments), and questions _ 
that refer to events that respondents tend to telescope, embellish or I 
suppress in their memories after time has passed (such as crime victimization, 
health problems, or visits to'the doctor). 

Questions such as these have been used successfully in longitudinal 
surveys, in which the previous interview provides a clear marker to 
bound respondent recall, and which .are constructed with short reference 
periods between interviews. For example, the Consumr Expenditure Survey, 
conducted as part of the CPI program, collects detailed records of household c, 

spending patterns through longitudinal interviews. 
the appendix.) 

(See Case Study no. 2 in , 

A longitudinal survey with relatively short reference periods is one of 
the best methods for producing aggregated data for a longer time period, such 
as a year. For example, the primary goal of the NMCES and NMCUES proyrams 

c 
' 
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was to develop estimates of medical expenditures for a calendar year. This 
was accomplished by obtaining medical *expenditure data every-3 months and 
tompiling an annual total. A similar example is the new continuing Consumer 

/ \ Expenditure Survey, -which covers' all consumr expenditures.' The SIPP . 
program employs a similar design, using interviews at 4 month intervals 
to produce annual aggregates. The relatively short, bounded reference 
periods for these ,longitudinal surveys improve reporting by eliciting 
events closer to the time they occur. This increases the completeness of i :m~ 
aggregated estimates and reduces error. 

D. Modelling Studies and Pilot Programs 
-. ' . 

The detailed case histories built up in longitudinal surveys are important 
in analyzing the impact of alternative policies or intervention strategies. 
The complex individual case records accumulated in a longftudinal panel 
survey provide a microcosm in which the impact of changes can be simulated. 
Questions can be answered about the probable impact of changing a program's 
eliyibility criteria, for example, or about the benefits which specified 
classes of respondents might anticipate under,,various program changes. 

1 Intervention, programs can be evaluated through longitudinal surveys to 
study their effect on respondents with known characteristfcs. A sufficiently 
detailed record makes it possible to simulate alternative interventions; and 
predict a range of effects. (See Case Study 9 on the VIE, for example.) 

In some cases,l'ongitudinal surveys,,pilot intervention programs and Federal , - 
policy experiments evolved together in the 1960’s. Several longitudinal surveys 
authorized as components of pilot or experimental intervention programs to measure 
program effects and ensure that decision-making information would be available 
when it was needed; Longitudinal data collection components were built into 
pilot income maintenance programs, for example, administered temporarily in 
cities in New Jersey, Indiana, Colorado and Washington State. X 

In conclusion, .tho points about the periodicity of longitudinal research 
should be stressed. First, longitudinal data are never available immediately; 
any data that are based on the sequence of measures over time cannot be 
fully extracted until the final -measures are collected. If information is 
needed at once, another research design has to be used which incorporates 
Some alternat.ive to a true longitudinal approach; such as retrospective 
measures, or the use of administrative records. Even if the quality of 
data from a longitudinal survey would be clearly superior, that would be ' 
irrelevent if the schedule outweighs these other considerations, 

Second, longitudinal data can be used cross-sectionally to provide immediate 
data as long as the research focus is not specifically on changing measures over 
time. Each wave of a longitudinal ,survey.can also be analyzed as a'cross-sectional 
survey. Thus some data can always be made available immediately. Recent data . ' 
from on-going longitudinal surveys can be analyzed quickly from a cross-sectional 
perspective to serve certain analytical purposes without delay. It is also . 
possible to add questions to the current waves of a longitudinal survey to meet- 
immediate data needs, using an existing longitudinal sample and base-line demographic 
data for maximum efficiency. In these ways a longitudinal design adds analytical 
strengths without sacrificing the potential for cross-sectional research. __ 



CHAPTER 2‘ 

MANAGING ‘LONGJTUDINAL’ SURVEYS 

3 

-6 , 

As described in the previous chapter, prospectfve longitudinal ,surveys have 
proved to be an important research approach, but certain l?mitations have 
also emerged that must be cqnsidered when these surveys are planned. The 
problems related to staff and management of longitudinal research differ in 
kind as well as degree from those encountered in cross-sectional research. 

The core of the problem in managing a longitudinal survey-is a conflict 
between the need for long-term and for short-term resources. Plans and 
funding must be stable over many years, but the<need for staff rfses and 

X falls over the course of a longitudinal survey. Most organizations sponsor’ng 
longitudinal surveys have solved the dflemmathrough some%combination of ' 
permanent and temporary staff. Fluctuations fn resources are ,less pronounced 
in longitudinal surveys that employ onAgoing rotating panels (such as SIPP or, 
to some extent, the tP1) than they are fn fixed panel surveys fn which inter- 
,views are-conducted at longer intervals (such as NLS, NLS-72, or HS&B). 

The major difficulty faced in planning-and Aaging a longitudinal 
survey is in maintaining a core group dedi~cated to the project,'and main- 
taining consensus between this'group and senior agency staff. These 
groups tend to view long-term commitment of Staff and resources 1y1 different 
ways. The schedule, funding, and staff needs of a longitudinal survey are 
viewed differently by survey designers,-by agency directors, and by those 
responsible for operations. It is a constant challenge to generate commitment 
to a long-term goal such as analysis of data, when senior staff with direct 
authority over the project often changes before the survey is completed. 

A. The Need for Long-Range Planning . ' , 

The need for long-range planning and organization for a longitudinal survey 
should be brought to the attention of senior staff very.early with a planning 
document that outlines the workload, survey tasks, 'and anticipated products 
over time. The,planning document should be prepared in conjunction with an 
analysis plan; and the design of the instruments and procedures will then follow 
once all groups are in agreement with the planning document. 

/ 
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Long range planning 4s vitally important to a longitudinal survey, because 
it promotes enduring supportat a senior agency level,, it widens the pool 

, of sponsors and supporters; and it begins the process of documentation that ensure 
continuity of operations. . 

‘, . 
Principal Author: Lawrence Corder 11 



A large-scale longitudinal Federal survey generally has at least 
nine principal management phases which may be briefly described as follows: 

1. 

2. 

3. 

\ 
4. 

5. 

‘6. 

7. 

8. 

9. 

Budget Planning. up to five years before data collection is to. begin, 
a general plan must be conceived and provisions made to obtain, con- 
tinuing staff and funding resources throughout the longitudinal project. 

Development of Position Papers. These are draft planning documents which ’ 
discuss options, costs, and yields associated with various sampling 
plans, data collection designs, or questionnaires. These ensure 
widespread and enduring support for the longitudinal research. 

/ 
I_ Y . . 

Procuring outside assistance. If a contract is to be awarded, requests 
for proposals must be prepared, cleared and advertised, and responses _ 
must be evaluated before a contract is‘signed. This is a common approach 
to levelling out resource needs. 

Final Research Plans. This stage includes final OMB clearance, 
conduct of field tests, revisions as necessary, and detailed agree- 
ments with any other cooperating agencies. 1 

Data Collection. This .refers to the full-scale field data collection.,Longi- 
tudinal surveys (such as NLS) which have been extended beyond the original 
research period have repeated these 5 stages independently several times. 

File Preparation. Development of the system for -data entry, data base 
design, processing, etc., may also require systems for opticalscanning of 
questionnaires, machine/or manual edit s'teps, preparation of code 
books, the construction of composite variables, plans to preserve 
privacy in public data files, and numerous other activities. . 
Each operation Nst, be fully documented, to ensure comparability 
between waves. 

Planning the Analysis. While the overall goals of the analysis must be 
planned in the,early 'stages, some details cannot be finalized until 'the 
data are available on computer files and code books are completed. Also, 
as policies shift, new analytical priorities must be met. In all'cases, 
this process requires plans which may include in-house analyses and con- 
tracts for analyses. Contracts require a repetition of the procurement 
process described in phase 3, 

Conduct of Analyses. These may go on for several years. Cross-sectional 
analyses can be conducted as soon as one wave of interviews has taken 
place. Longitudinal analyses take.place after some or all other waves- are 
completed. c: 

Publications. With in-house and professional peer reviews, these may 
continue for several years. -* 

12 
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Each phase requires substantial time to complete, contains specific activftie 
-and results in the preparation of key documents. 'The final products qf any longi. 
tudinal surveys are usually public-use data files and reports.* Ideally,,these 
should be supplemented,by rapid preparation of in-house documents as part of 
the policy-making process. Schedule milestones and due dates are part of any 

# longitudinal survey, and the ultimate success of the project and even the use- ' 
9 - fulness of the analytical results may‘be judged against their timeliness. 

It is not unusual for's longitudinal survey to consume,a decade or 

w 
more from inception to completion of the publication plan. The NMCES and 
NMCUES Studies, for example, both took 8 to lo-years to complete. While 
field operations and the period for analysis vary with each survey's,ob- 
jectives and resources, the successful pre-field period is probably very 
similar in each case. The planning period should be dedicated to achieving 
consensus internally, then to producing instruments and obtaining clearances 
and approvals (for contracts as well as for questionnaires). ‘A typical 
schedule for completing pre-field activities alone (excluding budget 
planning) woul'd frequently require 12 to 18 months. ! 

Some of the most severe criticisms of longitudinal surveys have resulted 
from insufficient planning. It is not uncommon, for examplei to unit thorough 
planning of the analysis. Then, at a production stage, it is discovered 

, that people have different ideas on the tables and data to be produced and 
analyzed. It is also necessary to plan the linked files carefully so 
that the data needed for longitudinal analyses are readily available. 
Unfortunately, the planning of budgets and field work often takes precedence 

-over the planniny of processi,ng and analysis,, sometimes leading to delays; 
acrimony, and sometimes shifts.in support. 

B. Funding Longitudinal Research 

'The actual unit costs of doing longitudinal surveys.may be no higher - 
'than for a series of cross-sectional surveys of comparable size and com- 

plexity (Wall (L Williams:30). There-is conflicting evidence on comparable 
costs, probably reflecting non-standard cost reporting on survey operations. 
Funds, however, must be'committed over a number of fiscal years and budget 

I plans are not'easily altered. There is a trade-off to be made when errors 
'are discovered or improvements can be implemented. Additional costs must 
be carefully considered, asswell as the effect of changes in methodology 

' on the longitudinal analysis. Errors, of course, should be corrected or, 
if too costly, an indication of their effects provided, Changes in methodology 
are different from changes necessitated by errors and must be thoroughly 
explored. Provision should be made to share information with analysts and 
data users on real change vs. methodologically-induced change. (The change 

,to computer assisted telephone interviewing is one such change that needs 
careful exploration.) If errors or methodological changes result in higher 
costs, alternative methods of meeting those costs should be considered: 
higher funding, smaller sample size, 

, .processing, and so forth. 
more time between interviews, delayed 

* Surveys of business or industrial establishments are often an exception to 
this rule, to protect the identity of large firms that dominate certain samples. 
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' Inter-agency cooperation can help meet long-term funding needs. The 
Health Care Financing Agency (HCFA) and the National Center for Health 
Statistics (NCHS) chose this approach in conducting NMCUES. Inter-agen'cy 
agreements frequently involve the Census Bureau, for data collection and 
analysiss but they may also be used between other agencies with related 
research goals. Inter-agency cooperation in longitudinal surveys could 
take the form of joint sponsorship of a new longitudinal survey, or it 
could be in the form of using an existing longitudinal sample as a vehicle 
for research to save the cost of starting a new longitudinal survey. 

“6 

The NLS-72 provides an example of a consortium approach: 'For 
the fifth follow-up interview in NLS-72, the National Science Foundation z 

appended questions on tith and science teachers, and the National Institute 
on Child Health and Human Development joined with the National Center I 
for Education Statistics (NCES) to fund questions on child care and 
early childhood education issues. Longitudinal surveys are generally long- 

' term projects with significant start-up costs. If a survey can be constructed 
to serve more than one agency through an inter-agency agreement, start-up 
costs may be shared and several agencies will be bound to multiple-year 
funding commitments. 

When agencies select outside contractors to conduct longitudinal research, 
competitive procurement is required. The decision to use a contractor to con- 
duct a survey increases the time needed to start a project, because 
approval of contracting plans must be added to other planning tasks. One 
advantage of contracting out the survey work is that it gives an agency b 
access to additional staff support in cases where the agency has no 
authority to add penanent staff. . 

Contracting for data collection by an outside agency may or may not be 
more expensive than employing a government organization for this purpose. 
In compariny costs, NCES found that the first NLS-72 follow-up, conducted 
by the Census Bureau, cost slightly more than the second follow-up, conducted 
by Research Triangle Institute (RTI), despite inflation. Other longitudinal 
surveys, including NMCES and NMCUES, have had just the opposite experience. 
The most cost-effective mode of operation appears to depend on the kind,of 
survey,. not on the agency conducting it., 

The duration *of longitudinal surveys often requires periodic recompe- 
titian once a competitive 'award has been made. As a res,ult, age&es 
have found themselves switcing contractors part way-through ,the data 
collection phase of a longitudinal survey, The competitive award of 
each data collection wave can, however, help control overall survey costs, 
because it provides contractors with an incentive to hold down their 
costs. 

The possibility of changing contractors over the *life of a longi- 
tudinal survey requires a detailed documentation of methods that goes far ' 
beyond what is needed for any one-time survey. This level of documenta- 
tion was not anticipated when the original contract to collect data for 
NLS-72 passed from the Educational 
in contractors caused difficulties. 

Testing Service to RTI, and the change 
Based on this experience, NCES now 

': a- 
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builds a sub-contract to'the previous contractor into any subsequent data 
collection awards. As a result, a later transfer of the NLS-72 contract 
from RTI to NORC was accomplished without problems. 

c. Staff Needs 

Staffing requirements for a longitudinal survey typically vary sub- 
stantially, both ,by number and by type of staff throughout the history 
of the project. Staffing is much more controlled in rotating sample surveys, 
whether they are longitudinal or cross-sectional. Funding and staff needs for 
a longitudinal survey are much greater during the data collection period than 
during any other phase. However, some of the types of people needed for data 
collection, such as interviewers, are not needed in later phases. Staff monitors 
for field work and data processing are in high demand at early stages as well 
as intermediate stages. Because of sporadic needs, the use of a core group of 
survey professionals in combination with temporary staff, or interagency agree- 
ments or outside contracts, can be the bejt method to ensure adequate staffing ' 
for the entire effort. 

To dfstribute the costs of a contract more evenly over a longitudinal 
survey, NCES and NCHSR have used incrementally-funded .contracts. During 
the longitudinal survey, separate contracts are‘awarded for,each phase or wave. 
Each contract extends over two or more years. At 'any point, some survey 
tasks are being advertised for competition while others are ,being completed 
under contract. Looked at from the standpoint of each fiscal year, the total 
costs ,and level of effort remain more nearly constant. NCES has also found . 
that giving agency survey analysts ~the~responsibility fo,r monitoring contract 
performance will help control variations in staffing patterns. . 

&By employing temporary peripheral groups !n addition to permanent staff 
groups, two problems are solved: Research staff needs are met without 
addfng permanent,personnel to an agency; and peak workload needs are 'met 
without jeopardizing tight survey schedules. Inter-agency agreements or 
contracts not only bind parties to a specified set of research goals, 
but they also permit the level of staff effort-to rise'and fall as needed. . 

0. Maintaining Core Staff ' 

The duration of longitudinal research projects' creates another manage- . 
ment problem (which has been called a Methuselah effect by Herbert Parnes). 
Each phase of a longitudinal study, such as planning, data collection, 
or analysis, is frequently carried out by different indfviduals, who may 
not even be part of the same organization. The relative inflexibility of 
a longitudinal study plan is an analytical necessity, but it could also 
prevent interim analysis or refineinents in the-design. For these reasons, 
it has been suggested that on-going 'longitudinal surveys may 
hold little interest for the calibre of professional staff that is needed 
for management,or analysis.(Wall & Williams: 35). 

NCES,‘ however, has succesfully attracted talented:analysts to manige ' 
the agency's longitudinal surveys. To some 'extent this may be because NCES 
ensures that the Agency'ssstaff have challenging responsfbilities for program 



analysis. Agencies which see only data collectfon as their primary mission 
may be more apt to encounter the staff problems recognized by Wall and' 
Williams. In order to allow mid-course corrections and modifications of 
the survey plan, NCES uses a multi-phase samplfng design (as in HS+B). 
This;too, contributes to the flexibility of the NCES longftudinal survey' 
program. 

E. Data Collection and Processing Schedules 

Longitudinal surveys have become notorfous for deve!oping serious 
backlogs because data collection takes precedence over-all other tasks. 
The schedule for observations is usually the least flexible aspect of the' 
design, because each subject must have an identical record structure. As 
data collection continues, it creates an ever-growing backlog of other , 
procedures, such as analysis. Uncompl'eted tasks tend to accumulate, 
becom'ng'increasingly difficult to finish. To prevent backlogs and delays, 
a lonyitudinal survey must be well-organized and planned so that analysis 
and data release keep pace with data collection. 

* 

;: 

Data collection schedules are not the only factor in backlogs. Another. 
factor is data processing, including file linkage. Survey organizations 
that are more accustomed to doing cross-sectional surveys or other non-longitudinal 
surveys often have difficulty recognizing the special processing needs of 
lonyitudinal surveys. Databases need specification, key variables-need 
identification, and a policy on imputation needs to be thought through. Ideally, all 
this needs to be done,when the survey questionnaire is designed, but this 
ideal is seldom, if ever, met. 

F. Data Analysis 

Data analys's is often looked on as the rewarding part of the job after : 
the difficulties of data collection and data processing. Analytical interests 
often go beyond the agency conducting the study. Some agencies include analysis 
contracts in ,their contracting for services. 
agency personnel. 

Usually some analysis >is done by 

One possibility to counter some of the delay caused by the time 
it takes to complete a longitudinal survey Is to analyze each wave as'if it 
were from a 'cross-sectional survey. This not only provides timely data, 
but raises questions to be answered at later stages,,and generally whets 
the appetite for more data and more analysis. Recent data from on-going 
longitudinal programs can be analyzed relatively quickly to serve some 
analytical purposes without delay. It is also possible to add questions to 
the current data collections of a longitudinal survey to meet immediate 
data needs. 

G. Release of Data 

A principal goal of any longitudinal survey should be to produce'public 
use data tapes and analytical reports rapidly, both for policy-makers and the 
interested public. If public use files are to be created, then procedures to 
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protect confidentiality must be worked out in"advance. File structure and 
documentation need to be readily available. Variance~estimation must be 
provided for those using the file. The permanent survey staff should I 
maintain a role in the preparation of files and reports, so'that their 
expertise and interest are not lost. 

In conclusion, longitudinal surveys, sometimes taking 5 years or 
more to complete, inevitably encounter staff changes. Two management 
approaches can minimize the loss of institutional memory. First, it is 
vital that every survey activity be documented. Interview instructions, 
edit-specifications, variable definitions, file layouts, sampling, weighting 
and imputation methodologies, all instruments and procedures should be 
recorded and readily available. This task is very labor-intensive and, 
unfortunately, apt to be slighted when staff time is short. Second, 
inter-agency agreements or contracts may clearly lay out both the prqced- 
ures to be used and the final products. It is also wise to specify key - 
contractor staff persons who cannot be replaced without sponsor approval. ' 
These actions are important to minimize the effect of staff changes and to 
prevent errors and delays. 

i 

, 



/ I 

- 
. ’ 

I I 

JH’APTER 3 

~LONdITUDINAL SirRVEY OPERATIONS 

The principal cllfferences between field and prOCeaSing operations in one-time 
surveys and in longitudinal surveys are created by fhe ‘use of time aa a significant factor 
in the research. Longitudinal surveys typically encounter changing conditions, and survey 
designers have developed and evtiated a variety of q ethods for controlling the problems 
that can be caused by change in the sample or changes in the design or ad ministration of 
the survey. 

A. Sample change over time 
\ 

! 

The co mposttion of the sample may be expected to change across waves for a , 
variety of reasons. Respondents may refuse tc participate, they may die, they may move 
and cannot be found, or they may leave the samp&Ig frame (e.g., by enCer%ng an 
:nstrtut.ional population or’ by moving abroad.) The danger is that the sa m ple becomes 
increasingly less representative of the target population as time passes. To minimize the 
effects of these proble ms, new ‘observational units are routinely introduced into the 
samples of some continuing surveys as time passes. 

J 1. Selection of new unit3 into sa m pLe 

For some longitudinal surveys, there are a nu m ber of concerns related to the lengt!! 
of am e respondents are kept in aa m ple. R 6spondent burden acre% several inte.cvie ws 
may produce a decline in the quality of data gathered or may result in increasmg refusal 
rates. Respondents may also leave the sampling frame, <move and cannot be tracked, or 
die, thereby affecting the representativeness of the sam pie. For 3ese reasons, it m ay be 
dearable to instftute a rotating panel design, $icn regularly moves ne w respondents into 
the sa mple and retires Other respondents after a fixed nu m ber of interviews or period of 
tame. _ I 

The Survey of Income and Program Pa&!ipatfon (SIPPI, the National Crime Survey * 
(N CS), the new Consumer Expenditure Survey (CE), and the Consumer Price Index (C?I) 
have all adopted rotating panels. SIP P introduces new responde,nts annually and retains 
them for 2-l/2 years (7 or 8 interviews) before rotating them ‘out; N CS introduces new 
-espondents monthly and intervfews them for 3-l I2 years (7 interviews). The C E Survey 
inCroduces respondents monthly and interviews them five times on a quarterly basIsI 
while the C PI introduces new respondents once every five years and interviewi monthly 
or bimonthly. 

\ . \ . 
Fienberg and Tanur (1983) note that rotating panel designs may create some 

proble ins of inference, according to COnVentiOnal sa m pie survey theory, in ,,that fando m 
selections of respondents occur at different times for different respondents.’ They argue, 
however, that this is only important when date of selection is related to te m poral 
cnanges in the pheno m ena the survey was designed to m easure. The inferential 

?rincfpal Author: Rruce Taylor 
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difficulties which might result from a rotating panel design must be balanced against the 
reduction of attrition-related bias, which is the alternative. 

2. Movers 

So m e respondents may be expected to move from Originally sa m pled housing 
locations (or telephone nu m hers) during their time in sa m pie. Depending on the purpose 
of the survey and procedures adopted to track movers, respondent mobility has varying 
implications for the representatfveness of the sample over time. A number of factors 
may enter into decisions regarding whether, or how, to follow movers. 

- A crucial consideration is to determ,ine the most important unit of observation for 
the survey. A longitudinal survey of persons may be designed to folloir sample 
individuals or households, if the substantive goals of the survey would be served by 
retaining as many of the originally sa m pled respondents as possible. A nu m ber of . 
surveys, Such as SIP P and N LS, focus on individual anb household economic data, which 
continue to be reievant to the purposes of the survey regardless of respondent mobility. 
C onsequently, following m overs is an appropriate q eans to maintain data ‘quality over 
Urn e for such surveys. 

Following movers may create other problems, however. For instance, if there are 
ecoiogiqal correlates for the phenomena of interest, such & crime or quality of housing, 
then following mobile respondents may result in deterioration of the geographic 
representativeness of the original sa m pie, with a consequent potential for bias in some 
measures for later waves. A rotating panel design may minimize this problem, because 
ne uer respondents are more likely to reside in the originally sampled housing location. 

A nother reason for following m avers is that respondents may move for reasons 
related to the substantive goals of the survey. This makes it important to know why they 
move. If this is the only reason for following movers, then collecting data for only one 
wave after a move may be enough. In the N CS, for exam pie, some respondents may ’ I 
move from a high-crime area to a safer neighborhood, and it would be important to 
determine the proportion of moves which uere related to crime victimization. If movers 
are followed for only one uave, mobUity prompted by crime victimization can be 
measured, but not the future consequences of victimizations for such movers. . 

The SIPP is attempting to follow all individual movers. Because living 
arrangements vary according to economic circumstances - and affect eligibility for ’ 
social welfare progra ms - a change in residence can be related to changes in income and 
program participation. Thus, for SIP P it is crucial not to lose data on m bvers. The C PI, 
on the other hand, follows only those movers who provide services, such as doctors or 
lawyers, since their expertise is the item being purchased. When a corn modity outlet 
changes location, this move is considered a unit “death:’ and the C PI record is 
ter minatea. 

‘, 

The actual procedures developed for following movers are likely to reflect the field 
procedures of the organization conducting the SurveyJhe collection mode used, the 3 

distance involved, and the costs associated with tracking movers. If the organization 
conducting the survey uses aecentralized collection procedures, a respondent moving 
from the jurisdiction of one regional office to another may be more difficult and more , 
expensive to track. Also, the costs of t’ollowing m avers may be greater if a face-to-face- ’ 
coU?ctlon m ode is used, rather than a telephone design, where tracking procedures may 
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be II mited to obtaining a new telephone nu m her. Depending on the cost, ad ministrative 
difficulty, and proportion of respondents who move far enough to create problems, it may 
not be desirable to follow all movers or to rely on standard collection modes. SIPP field 
procedures, for instance, indicate that personal intervie us need not be ad ministered if 
the respopdent has m oved beyond 100 mUes from any sa m pie PS U, and rules also differ 
for respondents younger than fifteen years of age. If survey procedures allow’ telephone 
interviews in lieu of face-t&face iriterviews, a phone contact may be a desirable 
alternative for m avers who are difficult to reach. / 

The type of sample involved may also affect the ease with which movers may be 
located. For instance, it is usually easier to find a q over through neighbors or 
subsequent occupants of a sa m pie housingunit if an area sa m pie has been ‘adopted rather 
than with a rando m digit dial sa q pie. Asking respondents to notify the field office With , 
pre-printed cards when they move can be a partial solution, but this option relies heavily 
on the respondent’s cooperation. 

3. A ttkition 

Silien projectid across waves of a longitudinal survey, m anageable levels of non- 
response in a cross-sectional survey can become significant sa m pie attrition. The , 
potential. for attrition in a longitudinal survey som eti m es If mlts sam ple definition. 
Tracing mobile respondents generally accounts for a large proportion of field problems as ’ 
veil as costs, ana refusal rates are likely to grow over tne life of the survey. Incomplete 
records and a issing intervie us create analytical co m plexities that are unparalleled in’ 
cro.&-sectional research. Attrition is most dangerous when it is correlated with the 
objectives of the survey. For example, there is-evidence that sa m ple attrition may be 
related to victim status in the N CS. To’the extent that the sample loses victims at a 
faster rate than non-victims, estimates from later waves will be biased. Also, Fienberg 
and Tanur !p. 171 note that in social experiments disproportionate loss of respondents for 
different treat m’ents may be a problem; because treatments often vary in t?e&- . 
attractiveness to participants. 

‘P 

c 

Sample attrition between observation periods may create the illusion of change 
when means are corn pared between wa,ves, without adjusting for non-response. In a study 
focused on identifying change, there is a risk that changes are spurious, due to sa mple I 
attrition. In addition, respondent participation that varies from panel to panel could 
produce the appearance of change even when aggregate non-response is stable. The 
Educ’ational Testing Service measured the effect of longitudinal sa mple attrition on 

. 

, esti m’ates of central tendency (Cook h Alexander: 19 1). M ean test results from 
longitudinal panels ‘of students taking ETS exams were corn pared to mean test results 
denvt.d fro m’a cro&sectional survey of the sa me population. The m eans were 
significantly different, which the analysts attributed to selective attrition in Uie 
longitudinal sa m pie. 

Effects of attrition in de m ographic surveys have been harder to. predict. A tLriLion 
does not necessarily create unmanageable bias in a longitudinal survey: The N LS was 
still contacting 92 percent of living respondents 3 years after the original con&c& and 
still contacting 80 percent of eligible respondents 12 years after the study began (U.S. 
Department of Corn merce:321). In the ISDP panels of 1978 and 1979, attrition did not 
climb steadily over the five or six interviews ad ministered to respondents. Instead, it 
leveled off and then declined slightly over all waves (Y caszl50). N onptheless, a 
corn bination of attrition and varying participation from wave to wave can create serious 
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proble q s in creating complete records. In the 1979 ISDP panel, for instance, only two 
thirds of the.origlnal sample persons had complete interview records (Ycas:l50). 

Calculating the response rate in longitudinal surveys is itself difficult. The 
measures used in cross-sectional research are often not adequate for measuring non- 
response in corn plex records, as they do not reflect cumulative nonresponse across 
waves and do not take into account changes in the size of the eligible sample due to 
births, deaths, and the addition of new household mem hers. To illustrate, nonresponse 
for entire housing units in the N CS is som etim es reported at 4 pement. However, when 
records for housing locations are linked to form ,a longitudinal file, it has been found that 
over half of the originally sampled housing units are missing at least one interview. This 
discrepancy ‘is due to the fact that the former figure is a croas-ae ctional measure of unit 
non,-response in a particular wave and does not account for the approximately 10 5 of 
sample housing units unoccupied at the time of interview (Fienberg & Tanucl4). This 
figure also does not cumulate non-response over time. While thelower figure is an 
appropriate m easure for many cross?ctional uses of N CS data, it clearly is inadequate 
for reflecting the completeness of linked housing unit records. 

l 

d 
! ; 

_ The methods that have been developed for tracing respon,dents in longitudinal 
surveys have been successful, but they have also proven to be expensive. The Census 
Bureau has esti m ated that the cost of contacting each wave of an IS D P research panel 
increased by 8 percent over the previous wave, due to the costs of following movers and 
intervie wing additional househo% (Fienberg 8 Tanur:l l-l 2, White & H uang). However, 
N C ES also found that per-unit tracing costs for the High School and Beyond (HS&B) 
Survey tiere approximately 20 ‘I less than the cost of base year sam pling, which 
illustrates the economies irhich can be realized by mounting a longitudinal study, rather 
than separate cross-sectional studies. To control costs, as well as potential bias, each 
longitudinal survey must investigafz thecharacteristics of respondents who m ove. 
Depending on e m pirical evidence about how atypical non-respondents are, a judg m ent can 
be maae about the proper balance between the costs of tracing respondents and an 
acceptable level of non-response. I 

Sample definition offers another approach to limiting unscheduled attrition. The 
probability of becoming a non-respondent is not randomly distributed among the 
population. In longitudinal samples such factors as rural residence, interval since 
contact, and region of the U.S. affect the probability of maintaining contact 
(Artzrouni:21-24). Some longitudinal designshave therefore sought to minimize attrition 
by avoiding the respondent classes that are most susceptible to attrition. 

. Setting aside respondent classes to control attrition can conflict with’attairung a 
sa m ple that truly represents the reference population. H o w ever, a sa m pie chosen 
ult!!O~L regard to eventual t-acing difYiculties may also gradually lose its representative 
power through attrition. Only empirical evidence can indicate the extent to which 
characteristics that predict attrition co-vary with the characteristics that the study is 
designed to investigate. A sampling design which sets aside respondent classes with 
potential attrition problems should be undertaken only after careful consideration of the 
relative m agnitude of bias which could be .introduced by such a strategy and other 
alternatives, such as imputation for missing aata or performing analysis on the remaining 
sample cases of an initially representative sample. 

In cohort or panel studies, which require measure m ent to begin and end at the sa m e 
time for all respondents, implementation of a rotating panel design, which reduces the 
ire pact of attrition by replacing respondents over tim e, will clearly not serve the goals of 
tne survey. One possible strategy for dealing with attrition in such studies is to impute 

' 
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missing data, based either on statistical m odels or on co m plete ,data from prior waves or 
from respondents with similar characteristics. A nother possibility is to re weight the 
sample for each wave to reflect nonresponse for various de q ographic groups in the / 
sample. (See Chapter 4.1 

* Duncan, Juster, and Morgan (198?) m ode1 such’s procedure for the Panel Study of 
3 Income Dynamics (PSID), conducted by the Institute for Social Research CrsR) at the 

University of Michigan. They corn pare results for data gathered with persistent efforts 
to pursue respoqdentsand for the data set which would have resulted if less intensive 
respondent contact strategies had been adopted. When the latter ti re weighted to adjust 
for missing cases and compared with the first data set, there are minimal differences in 
outco m e measures. While this procedure has promise for q fnimisingbias resulting from 
non-response’acrOss Waves,, it q ay dlS0 &OW sOm e r&Xation in pursuing respondents, 
allowing cost reductions in survey ad ministration. The authors do note, however, that \ re weighting entails so m e risk of covariatiorrrelated bias in m ultivariate estim ates, 
especially for models that are not well. specified, and that maintaining an adequate 
number of respondentsin some key subsamples may remain a’problem. 

A reasonable precaution to minimize the deleterious effects of sa mple attrition is 
to minimize respondent burden, which has been variously described as the amount of time 
which an interview entails or as the complexity oflthe’task required of respondents for I 
successful completion of an interview. Under the Paperwork Reduction Act of 1980, 
each Federal statistical progra m is restricted to a limited nu m ber of hours available for 
data collection in a fiscal year, thereby encouraging reduction of the burden placed on 
respondents. In addition to the statutory reasons for limiting the length of Federally- 
sponsored surveys, controlling respondent burden may also imp,rove data quality for 
longkudlnal surveys in a nu m ber of ways. An important aspect of this data qutity 
enhance m ent is that respondent participation m ay be encouraged by reduc’ing interview 
tediu m, thereby reducing refusal rates and enhancing the representativeness of the 
sample over time.. 

Flespondent burden hours may, be reduced by a careful evaiuation of the utility of 
collecting inform ation in every wave. The SIPP, for example, minimizes respondent 
burden by dividing the survey into a core questionnaire ad ministered at each interview, 
plus “topical modules” to collect data not required as regularly. Som etim es only a 

, 

subsa m pie of respondents should answer certain topics. Fintiy, lengthening and/or 
varying t!!e intervals between waves should also be considered as a means for reducing 
respondent burden. The C PS, while not a longitudinal survey, adopts this strategy of 
varying Urn e between interviews. Respondents are intervie wed for four months in 
succession, not contacted for the following eight months, and then interviewed for a final 
four m Onths 

4. Changes in Units of Observation 

f 

A slightly different sample of respondents participates in each’ wave of a 
longitudinal survey. Such changes in sample may result from scheduled introduction or 
retire m ent of sa m ple units in a rotating par+ design, from attrition, or from introducing 
new respondents when household corn position changes. This variation causes difficulties 
related to defining the correct reference population, in weighting for item non-response, 
and in weighting respondents who enter and leave the sample. In addition, the changing 
sa m ple of respondents and aggregate units creates unique difficulties in analyzing data , 
above the person level. A variety ‘of approaches has been used to define units of analyst 
in longitudinal research, and each has specific problems and strengths These are 
drscussed in detail in Chapter 4. 
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It should be noted here, however, that all weighting adjustmentsshould be planned 
simultaneously. The problem of adjusting fornonresponse is the converse of problems 
created by persons entering the sample,andthe adjustments forentrantsand non- 
coverage,once selected, can be accomplishedin a single operation. 

Split and merged households presentparticularprohle ms for sample comparability 
across waves. Suchrecomposition of households creates obviousdiffIculties for 7* 
longitudinal matching, which will be discussed below. However, changesin household 
membership alsoraise questions abouthow totreat new members OfSpUthouseholds who 
were not membersofthe originally sampled household bu't who came intosample because 
of their associations withoriginal sam pie persons. Rulesdeveloped bytheISDP offerone ,-; 

method which seem-s generally applicable to a numberofsurveys: New household 
members were added tothe sample, butif theyleftthe household,orif this household 6 ~ U 
subsequently split, only those members who were selected for the originalsample were 
followed. This procedureavoidsexcessivegrowthofthe panel,thus minimizing I 
artifactual changes inaggregate panel statistics, butstillcollectsrelevanthousehold 
data which correspondtodata from %tableW households. 

Xhethera changeina household constitutes the birth or death of‘the sample unit 
depends on t!!e goals of the survey. If the survey samples households and doesnotfollow ,' , 
mover&then a completeturnoverin the household occupants would indicate the birth of 
a new unit. If housinglocationsaresampled,thensuch a turnover would not constitute a 
death aslong asthe housing unit remains occupied. The death of a' memberofthe 
household, or even the head, does not constitute death of the unitfora household-based 
sample, but a divorce or separation often willbe defined astermination of the unit. If an 
individual respondent leaves the sa m pie, the reason for the departure should be 
deLermined. If the respondent has died,then theindividualrecord should be - 
terminated. However,if the respondentleaves the sampling Pame forotherreasons 
(e.g., entering the military or moving abroad),itis possible that he orshe may return 
auring the life of the panel, and the recordshould be retained. 

c 

Often the death of a unit can be determined by observation. Forinstance, when a 
'housing Unix is vacant or destroyed and the sam ple islocation-based, terminationof the 
record may be indicated. However,in othercasesrespondents must be queried regarding 
tnestatusof the unit. If the unit of measurementisthe household, occupants of the 

, 

sanplelocation'must be asked whethertheylived at the currentaddress when f&e 
previousinterview took place todetermine whetherthey should be considered part of the 
sample. (Rulesforthis decision willvary betweensurveys) If only partofthe household 
has moved since the previousv,isit,it may be necessary todetermine thereasonforthe 
departure to ascertain whetherthe movers re main in the sampling frame. In designs 
which dofollow mover-sand which allow the formation of new householdsduringthelife 
of the sample, permanent departure of individuals LO form new households willindicate 
the need to 'establish ne w householdrecords. (See Chapter4 fora fullerdiscussion of \ 
these issues.) 

- B. Changes Related to Respondents,TimeinSample 

Varying sample participation isnotthe only change over time which complicates 
inference from longitudinal data. A nu m ber of factors related to the tlm e respondents 
remaininsample may producechangesinsurvey measures whichareindependentofany 
substantive changesin the phenomena underinvestigation. These factorsinclude 
varlstion over time in the rulesforintervie wing particular respondents and changesin 
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respondents, approach ‘to the interview based on increased experience with the survey 
instrument as the sample matures. 

l , 

. 
1. Response Variablllty Due to.C hanges in Respondent 

‘* 

7 -’ 

c 

’ , 

The manner in which a survey is administered may vary from respondent to 
respondent. mProxyw intervle us may be ad ministered, ln w hlch adult household m em bers 
complete interviews on behalf of younger respondents, or in which avaflahle househald 
m em hers supply data for other individuals in the household. th som e cases such proxieq 
are restricted to household members who are not present, but, in other hStxnCeS, one 
household member will supply personal data for all individuals in the household.) ’ 
Respondent rules are&so frequently needed for collecting household inform ation if there 
is more than one respondent per household. A nu m ber of possibilities exist for 
respondent rules. For example, one respondent in a household may be selected to provide s 
ho&hold data, while personal data iS requested from’ each respondent individually. 
Alternatively, all respondents may be asked for household data. In the latter case, 
inconsistencies might be reconciled in the field, for instance, when respondents report 
conflicting details regarding a household cri q e incide,nL. A corn puter edit, or a post- 
weighting algorithm might aIso adjust for differences in reporting, when household 
measures are simply the su m of individual measures. 

fi espondent rules can affect longitudinal data over time. For instance, during a 
longitudinal survey, younger respondents 111 ay beco m e eligible to co m plete an interview 
witnout proxy, and may begin to report inform atlon of which previous proxies are 
una ware. There is also evidence that householdrespondent status m ay affect the manner 
in w,hich personal dsti are reported, particiilariy if the two types of information , 
requested are related. Biderman, Cantor, and Relss (19821, for example, find that 
respondents who report household data &so report higher levels of personal crime 
victimlzauon than do respondents tiho do not report househald data. They also find that, , 
if the household respondent changed between interviews, leveis of personal victimization 
for the affected persons would also change. The authors hypothesize that the initial 
battery of household victimization ite ms serves as a warm-up for personal ite ms and aids 
recall for household respondents. , 

If the household respondent is aIlowed to change across waves, then two effects 
should be anticipated. First, the qua&y of personal data reported by a given respondent 
is Iike.Iy. to change over tifII e, depending on whether he or she serves as the household 
respondent- Second, different household members will vary in their knowledge of the 
reievant data, so the quaIlty of household data may also be expected to change over time 
and thereby bias transition estimates. 

There are so me obvious re m edles for these problems, First, proxy lntervie us 
should be mlnimized, recognizing that obtaining certain information directly from 
younger respondents may be inappropriate or that there m ay be no other way to collect 
data for so m e respondents. Surveys vary in their reliance on data collected by proxy 
(e.g., about 6 I for N CS, 40 % for SIPP), and such a policy ls likely Lo produce an 

. improvement in data quality proportionate to the fraction of data currently collected in 
this manner: Second, care should be taken in assigning responslbllity for answering 
questions about the household over time, either by consist.ently assigning this 
responsibility8 to the sa me respondent or by requesting these data of all respondents. The 
latter procedure minimizes the effect of an unavoidable change in household r&pondent 

* and makes any respondent effect consistent across all waves. However, due to mandated 
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ceilings on response burden for federally sponsored data collections,.the additional 
precision realized may not justify the substantial nim ber of redundant questions which 
are required. It should also be noted that the reconciliation procedures or post-weighting 
that would be required may make such a strategy very difficult to use. 

2. Panel Bias 

A number of factors associated with respondents’ time in sample may produce -. 
changes in survey measures over time and thereby complicate explanation. The impact 
of these factors has been described as a history effect, secular effect, maturation effect, 
rotation group bias, tim e-in-sam pie bias, or Heisenberg effect. Thes& factors include the 
reactivity of respondents to survey measures, changes in the performance of the 
respondent role, the nconditioning,, effect of multiple ad ministrations of the survey 
mstr-u m ent, the aging of the panel, interaction between interviewers and respondents, 
interviewers, perceptions of their role, and the correlation bet ween variables of interest 
and the probability of response. Changes in survey measures due to such effects present ' 
a danger for bias in longitudinal estimation. COnSeqUently it is. im portant to consider the 
influence of such factors when designing a longitudinal survey and to minimize the 
potenti& for such changes. This,is a difficult task, because the reasons for the 
pheno m enon a-e not clearly understood. 

Ideally, the process of m easure m ent should itself produce no change in the 
pheno m enon under investigation. Research q ethodology in experimental psy?hology, for 
example, ofLen,involves disguising the purposes of research, so that the subject will 
produce the behavior under investigation with minimal ncoriLamination,, by the researcn 
procedure. In survey research, however, the respondent must not only understand the 
measures being collecLed but also must be led to appreciate the purposes and value of the 
research if response rates are to remain high. TM is particularly important for 
longitudinal surveys, where retaining sample is a crucial goal. ‘Consequently the danger 
of reactivity between survey interviewing and the phenomena under investigation is a 
particiilar problem. 

R esea.rchen studying labor market experience, for exa’mple, have speculated that ( 
repeated intervie us asking about job mobility might cause-some of the mobility reported 
-(P arnes:l 5). Questions a bout m ability’ may in fact cause subjects to consider the 
possibility and act upon it. National Crime Survey data also indicate that ’ 
proportionately fewer crime incidents are reqyted in successive waves. This finding\ 
m ay stem from respondents, heightened awareness of vulnerability to trim e, caused by, 
participation in the N CS, which results in increased precautions taken against trim e 
victimization. It has been suggested that respondents in. a longitudinal sa q pie might 
exhibit non-typical behavior simply because repeated questioning regarding a topic may 
alter respondents, perceptions pf the subject under investigation and change their 
behavior or attitudes accordingly. 

For respondents who re main in sa m pie, their responses can change over time solely 
as a function of longevity in the panel. These te m poral variations in response have 
im plications for the quality of longitudinal data which are often unpredictable. In som e 
cases, the quality of data may improve over time: Respondents may understand the 
respondent role better with repeated interviewing or pay greater attention on a day-to- 
day basis to the experiences being measured, with a consequent improvement in the 
ricnness or accuracy of the data gathered. Alternatively, if respondents or interviewers 
find the interview Ledious or burdenso q e, they m ay beco me less enthusiastic about the 
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task over successive waves and avoid or gfve into mplete responses to survey items. One 
aspect of such a decline in data quality is the possibility that respondents .m ay be 
Wconditioned” by,,their participation over sever+ waves to provide answers which produce 
artlfactual changes over time. For Instance, respondents m ay learn that a particular 
response wiLt trigger,a long battery’of questions, which they may prefer to avoid in the 
future. , 

i ,a 
/ This is one aiternative eXplanatiOn for the decline in the rate of crime 

” 

victimization reported in the N CS over successive waves. Respondents m ay learn that 
reporting a crime incident leads to an additionalseries of items for each incident 

, reported,’ which results in a substantially longer fntmde W. The C ensus Bureau’s C urrent 
Population,Survey (C PSI, which is not strictly a longitudinal panel survey but which-has 
many of the attributes of a longitudinal survey, exhibits a similar trend. Reporting 
une m ploy ment triggers a battery of questions dealing with reasons foe une m ploy ‘m ent and 
activities directed to wards looking for work. R eported une m ploy m ent invariably falls 
between t!-i first and sec,ond waves of inierviews in the C PS; ,This phenomenon in C PS 
could be related to several factors One has to do with repeated interviewing and 
attrition . Willis ms and M aUow.s showed that, if the probabUty of response in a givin 
Gave of interviewing’was correlated with variables of interest, then, even with no change 
in the variables, a spurious change would occur. 

The passage of time can also produce unintended change between observations 
because of gradual shi!!s in the meaning of questions and answer% Even when 
questionnaires are not changed, there may be evolution in the way respondents perceive ’ 
or ansder questions, which produces the appearance of movement (Pkmes:l4). This 

* mignt be caused by events (including the survey itself), by maturation in the sample, or , 
by npn-respcnse. I, 

It is vkrjt difficult to determine whether a change across waves is real change or 
spurious change. Continuing validat+on reseamh is necessary to identify panel bias ln 
longi’,udinal data. Panel bias may be studied by comparing data collected in subsequent 
waves of a longitudinal survey to data collected in cross-sectional surveys (as in ‘Cook & 
Aiexander). 

Althougn so me conditioning ‘or panel effects may be.fnevitable, several tactics can 
be used to minimize their impact. One Option is to implement a rotating panel design to 
replace respondents after a predetermined nu m ber of inter-vie us. This procedure affords 
two primary benefits. F!rst, those respondents who have been in sample he longest are 
replaced with more “inexperienced” respondents Second, the te mporal overlap of old 
and new sample fakilitates studies of time in sample effects. All respondents are 
a2 ministered tne sa me instru ment under the sa me conditions at the sa me time, whicn 
serves to test alternative hypotheses about panel effects. 

i, 
L 

c 

c 

Another possible means to attenuate or postpone the effects of panel bias is to 
minimize the respondent burden imposed by the interview. Careful construction of the 
instru ment to,minimite tedium and encourage respondent rapport should be central 
concerns in planning any survey but take’on added importance in longitudinal data ’ ’ 
collections, because of the need to sustain the active participation of respondents over 
repeated intervie us. The overalllength of the instrument may play a role in the I 
respondent’s wiLLingness to participate fully in successive contacts. However, design of _ 
the instru ment to mini mize Lasks which the respondent is likely to find either tedious or l 
particularly difficult is also an important consideration. Use,of long follow-up batteries 
should al!% be minimized, to attenuate the effects of respondent conditioning. 
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C. Operations Change Over Time 

Changes in the ad ministration of a COntinUing survey are aim cet ineVibbk. 
Revisions to the instrument, redesign of the sample, introduction of new collection 
modes, and transfer of data collection responsibilities to another OrganiZatiOn can aJl 
Introduce changes in the data and compromise the validity of longitudinal corn parisons. 
While a consistent time series may be difficult to maintain under such circumstances, 
means exist which allow the analyst to deal with the effects of suchtchanges. 

Eventually in mast longitudinal research there is a pressure to change the survey 
measures in response to changing hypotheses. In addition, later findings ffequently _ 
indicate a need for measures of new variables. Particularly when longitudinal research is 
exploratory and designed to identify significant COrTelates of change, researchers may be 
inclined to collect large a mounts of data to minimize future require q ents for change in 
the questionnaire design. This aspect of longitudinal research may be costly, but it is an 
understandable precaution given the tendency for research hypotheses and/or policy aims 
to change over ti me. 

To accom modate changing methods, a survey may be run under old and new 
procedures simultaneously for a period of time,, to allow comparisons between data 
collectec before and after the change. Ideally, both old and new designs should be 
implemented at fullsample, in effect twice the usual sample size, but budget constraints 
will often make this i m practicaL The C PS has adopted this double-sa m ple strategy to 
phase in new sa mpies based on the 1980 Census. The C PI also used both old and new 
sa a pie designs simultaneously for a six-month period in 1978, when thee survey was 
revised. . 

Another strategy to‘consider when a questionnaire item is rewritten or a derived 
variable in a file is altered is to make changes in such a uay that analysts may recode 
Lhe revised variable to correspond to the original variable (and vice versa), or to retain 
old questionnaire items in the revised instrument for some time. N C ES adopted the 
latter strategy for the HS&B survey when it-adopted an “event history” approach to 
gathering em ploy m ent and education data, &l addition to the new items, the previous 
“point in time” activity item was continue& al&uing calibration of new items to the old 
and providing a degree of comparability between versions. 

To reduce field costs, many sponsor agencies have approved designs which permit 
data collection by telephone after the first visit. N M C ES and M N C U ES, for example, 
used phone contacts for follow-up intervie us. The available evidence suggests that such 
cnanges in mode may not produce uncontrollable fluctuations in the measuges obtained: 
Benus (1975) notes that data collected by telephone and by personal visit for the Panel 
Survey of Income Dynamics (PSID) are quite similar. Grovesand Kahn (1979) found , 
overall that univariate distributions and bivariate relationships were not significantly 
different for 200 questions ad ministered by telephone and in person. However, they note 
that telephone interviews elicited more rounded financial figures, less detailed responses 
to open-ended questions, and narrower distributions on some attitude items. They also *. 
indicate that respondents tend to perceive telephone interviews as longer than personal 
interviews of the sa me length. Findings that telephone respondents tend to give more 
“don’t know” answers to filter questions triggering other questions may be related to this 
difference in perception of length. Telephone respondents q ay be more eager to bring 
the interview to a close. Consequently minimizing respondent burden see ms’particularly 
crucial for intervie us conducted by telephone. 
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t While the research literature on the effects of intervie wing m ode on survey 
response is generally ‘encouraging, there are enough exam pies of differences in ’ 
respondent behavior to indicate that a mixed mode design should not be, im pie m ented 
without aaequate pretesting and analysis of the effects. One danger is that a particular 
questionnaire design or questions about a certain subject area might trigger m ode-related 

’ differences in respondent behavior. To facilitate. measurement of such m ode-related 
response variability, it Is desirable to design shifts in mode of data collection so that the 
changes across waves are systematic, making the effects m easurahle. It is also 
important in surveys which do not require intervie us with all household m em bers to - 
ensure that interviews are obtained porn the sa m e household me m hers when the 
interviewing mode varies across waves, as respondent avaflabfltty- may vary by mode. 

In conclusion, prospective longitudinal surveys require ad ministrative and 
operational features that are different in kind as well as degree fko m those in cross- 
secuonal research. The long-term analytical goals of the survey mustbe considered in 
pianning every aspect of sa mple definition and weighting. Provisions should be made for 
validation studies to evaluate such factors as atvition and panel bias. Finally, changes in 
form at, operations and staff m ust be anticipated ,and managed in ,ways that ensure the 

, corn parahility of measures fY0 m wave to wave. 

In practice it is worth noting that there are only’ a-limited nu m ber of organizations 
which handle nearly all large-scale longitudinal surveys. Due to their experience, these 
organizations have a high level of expertise, and the continuity of experience contributes 
to successful pianning and i m pie mentatlon. H 0 w ever, the concentration ,of longitudinal 
researcn in such a small nu m her of organizations increases the impact that any errors, ’ 
such as limitatiO,ns in the sampling frames most corn mondy used, would have on’the 
re?resentativeness of longitudinal research. . 

D. Processing 

ir’hile the measures collected in longitudinal research may be similar ta those 
co.IleSsd in cross-sectional studies, there are specialproble ms in controlling and 
interpreting them. The sheer size of the data files created in nationallongitudinal 
surveys creates special problems in processing and analysis. The massive flies can be 
di.cficult, expensive, and slow to process, which has often limited their use to 
organizations with the staff, equipment, and often complex soft ware capable of handling 
corn plex data sets. As a result, data analysis has typically lagged behind the 
accumulation of Idata (Kalachek:17). Fortunately, ,this situation is changing with the 
advent of ‘public use files for m ultivariate analysis and uith the d&ase mination of more 
user-friendly wstatistical data base” packages to facilitate data management and 
analysis. 

In processing data from longitudinal surveys, difTicu@ies are encountered related to 
cross-wave case matching, crass-wave data revisions, and preparation of data files for 
analysis, Often there is no single “best” procedure for processing, because ease of 
processing and analytical requirements are not always compatible goals. ’ 

Errors in individual record files can cause multiple problems: Pften items whicn 
snould remain consistent across waves-(e.g., race and sex> or which should change only in 
predictable ways (Like age and marital status) will exhibit changes due to respondent ’ 
confusion, transcription error: by interviewers, or keypunching erron by processing 
staff. _ Detecting these errors is important, not only because such items often define key 
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_ de mograbhic variables for analysis, but because such items are frequently ‘needed to 
match cases. Errors are alsc inevitably introduced when im put&ions are made for-. 
missing data. 

‘Several procedures are possible to minimize errors. For SIPP, &e field office staff 
i m q ediately checks co m pleted interviews to reconcile discrepancies, aVOiding -more 
costly correction of data after they have been keyed. A npther possible procedure is to 
build computer edits into the processing system to detect inconsistencies between 
current and prior interviews. NLS-72 and HSL B use machine edlts to identify and resolve 
inconsistencies for about thirty critical items.’ A third option, utilized by C PI, is to 
create a m’achine-generated control card, .which avoids errors in transcription and which 
provides intervie wers with prior- wave data necessary to reconcile discrepancies in the 
field. T hislatter procedure, however, can also lead to reduced reporting of actual 
change. 

1. Crow W ave M atching 

In order to link data across waves, variables must be created to match records at 
the desired unit of analysis. A number of data management issues q ust be addressed, 
including the consistency of linking variables across waves, providing for longitudinal 
matching at multiple levels of analysis, and rules for matching merged and split 
households. 

. 
If longitudinal records are not matched correctly between waves, the effects can ’ 

be similar to sample attrition or non-response. The records of one or more observations 
r;ill be missing from a respondent’s longitudinal file, giving the appearance of-missing 
intervieirs One possible consequence of matching errors is error in analysis, either 
because into m plete records are deleted, or because missing data are imputed. If’ records 
ar+ Inked incorrectly, longitudinal data are also likely to produce flawed results by 
snowing false changes in status. Even cross-sectional analyses may be in error, if control 
card inform ation or data from previous-interviews are carried over onto the improperly 

- matched record by the processing syste m. 

A number of procedures are possible for linking units accurately from wave to 
wave, including matching of household and individual line nu m hers, or, m atching 
independent person and/or household identification nu m bers Econom y in the nu m ber of 
variables used for a match is generally a virtue, because,the opportunity for mismatches 
due to transcription or coding errors increases with the nu m ber of variables used. So does 
the likelihood of q +ing data, which often results in the computer assigning a missing 
data code, which ha m pers m atching. Li mited redundancy in linking variables can, 
however, provide som e protection against false matches, in that such cases are more 
likeiy to be flagged in the matching process. 

Validation proce’dures to detect longitudinal mismatches should be incorporated 
into the processing system and can often rely on demographic variables which either ’ 
should not change over time (e.g., race, sex, or date of birth) or which can be expected to 
change in predictable fashion (e.g., marital status or age). Such methods are particularly 
useful when person-level matching is performed using the assigned line number of - 
respondents witqin household. It is also useful to im bed check digits in key linkage 
nu m hers, to detect miskeying. In addition to careful design of validation variables, 
fm mediate error checking by the field office of items important for matching and 
vali%.uon is likely. /to reduce the nu m ber of mis m atches significantly. / 
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Often, person redords are linked across waves by matching on household ID and on 
the ltne nu m bqr, of an individual within the household record; This is usually 
cu m berso m e, and it makes linking individual data across waves extremely difficult if an 
individual m oves out of the sampled h’ousehold, if the household dissolves, or if the 
household merge’s with another household, all of which render.the previously assigned 
household ID obsolete. Consequently, for surveys which are intended to follow 

’ individuals, regardless of the duration of their association with a sampled household or 
household location, assignment of an independent person ID is highly desirable. This is 
not to argue that ID’s at other levels of observation are not useful, aslongitudinal 
analysis at household, person, or event level is often needed. The important 
consideration is that linking variables be designed so that changes in sa mple composition 

1 do not prevent record matches. 

SIP P has implemented an ID which, w Me complex, illustrates the sort of linkage 
w!uch isoften desirable.’ (Cf Jean & McArthur, 1984). TheID consists of: 

, 3 I * t 

. 

PSU number - 3 digits 
Segment number - 4 digits 
Serial number - 2 digits 
Address ID - 2 digits 
Entry address ID c- 2 digits 
Person number -2 digits 

Household ID consists of address ID, PS U, seg m ent, and serial nu m hers. The latter three 
num hers are fixed once assigned. The entry address ID also does not change. The first 

,algit of the addressID indicates the wave at which the household was interviewed at that 
adaress. The second digit sequentially nu m hers, by address, households resulting ffo q a 
split into two or more households by original sample persons. The first digit of the 
person number indicates the wave at which the respondent entered the sample, and the 
second two digits sequenti&ly nu m ber persons within the household. This ID also remains 
fixed. 

Linking households or individuals with the SIPP system is fairly straightforward. 
H ouseholds whose composition does not/change require the household ID, and individuals 
require the household ID and person nu q ber to provide a match. The inclusion of a fixed 
entry address ID also facilitates matching records for individuals or households who 
m ave., ana for split households. Combining the person number and the entry address ID 
provides a person nu m ber which rem ains constant regardless of changes in address and 
household co m position. This provides a link to data collected for an individual across all 
waves, allows a match to the initial household, and permits the analyst to filter data for ’ 
only the original survey respondents, if desired. This syste q rem ains adequate for 
multiple movers,or for households which split a number of times. 

. 
In 1979 two wav,es,of interviews from an ISDP panel were merged into a single 

longitudinal file using personal identification Variables. M ism atching bet ween records 
proved to be a significdnt problem, and there was evidence that additional matching 
errors were undetected (Kalton & LepkowsW:26). A second file was created using ID, 
nu m hers rather than personal characteristics. This file had significantly fewer 
dlscrepancles during edit checks for such items as sex and !age, indicating that fe wer 
matching errors occurred with the use of the ID number for linking. ’ A 



Sometimes the potentialof longitudinal data has not been exploited because of the 
corn plexities involved in updating data with information collected in subsequent waves. 
For instance, a respondent may report a trim e victimization or a health problem, but 
information on insurance coverage will remain incomplete, because the claim haa not 
been settled at the time of the interview. It is frequently desirable to revise or add data 
during a later interview and to create an autom ated control syste m‘ wvch would allow 
revision of the original record. One possibfflty is to provide a check item on the 
inswument for information which is frequently incomplete. The controlsystem’ could 
then flag incomplete data during processing and direct the interviewer to follow up on 
this question in a later wave. Similar procedures were used in N M C ES and N M C lJ ES, 
which allowed validation of data collected on health care payments and insurance 
coverage during later interviews. 

Revising files obviously creates some co q plications, and there are trade-offs 
between ease of processing and ease of analyzing the revised records One of the 
simplest procedures for processing is to reserve a field for follow-up data in the 
interview along with an incident or event ID which allows ti match to the original 
record. ,This procedure unfortunately would make the analyst’s task considerabl;r more 
difficult, in that several files would have;to be’scanned to locate all updated material. 
The required matching and file restructuring routines would also be rather cumbersome 
and expensive to run, unless the data were released in a form compatible with a 
sEar.isUcai data base which perform ed the matching. These complexities create potential 
for data management errors, particularly for inexperienced users accessing publid use 
files. _ 

The dlternative is to correct the original records based on followup data and to 
release the updated files. A disadvankage of this procedure is that several versions of, 
t!!e same file would be in circulation. Nonetheless this procedure appears to have 
greater potential for facilitating straightforward analysis and manage q ent of the data, 
paracularly if early versions of a file are labeled as “preliminary.” , 

2. Data Structures to Facilitate Analysis 

A nu m ber of strategies m ay’be used to create longitudinal data files. One is to 
create a separate fixed length record for each case at the smallest unit of analysis, with 
separate fields devoted to repeated measures of the sa me variable. Often this is not 
feasible, because thisprocedure entails a thorough rev&ion of the file every tim e a new 

. wave is completed. It is often preferable to produce a separate file for each co m pleted 
wave - or even more frequently if data collection extends over a lengthy period - and 
to include in the files a number of linking variables which rem ain constant for each case 
across waves. Other.than the size of the files produced, the main difference between 
these two approaches then is in the processing system adopted: The former produces 
integrated longitudinal files, while the latter produces files rese m bling cross-sectional 

. data sets which a.llow the analyst to link the records later. 

Producing a file which uses the smallest unit of observation as the basis for a 
record ls often not the most efficient structure for a data set. A nu m ber of surveys 

*This LS not as serious a problem for longitudinal files, the latest version of which 
can more easily be identified, as it is for crossrsectional files created from a 
particular wave. ’ . 
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’ collect data on households, individuals within households, and,discrete events experienced 
by the household in aggregate or by individual mem hers. Given.the im p&it “nesting1 of 
such data, creating a-file based on the smallest unit will result in much redundant 
inform aUon for higher level units. The nu m ber of events recorded and the number of 
household’ members may also be expected to vary between households, and variable- 
length records will resulh necessitating extensive “padding” to create a rectangular’file. 

A more efficient strategy in such cases is to produce hierarchical files with the I data pert&ning to each level of observation appearing in separate records and with 
variables appearing in more than one type of record to allow for linkage across levels. A 

d number of software packages such as SAS and OSIRIS now exist which can process and 
analyze Such files. ‘In addition, a nu q ber of “statistical data base” packages are 
available, such as SIR, Canada’s RAPID, and Mathematics Policy Research’s RA MIS, 
which provide sophisticated capabilities for matching across waves and levels, and which 
thereby simplify the analyst’s data management tasks in working with longitudinal files. 

Decisions regarding the optimum structure for a longitudinal file also need to take 
into account the expected size of files. Limits on the number of records many software 
packages can process may be exceeded by the size of large federal data collections. 
Consequently, file structure options for facilitating analysis of longitudinal data may be 
const-ained. Sponsors m ay find it necessary either to forego+com patibility with so m e , 
otherwise useful software packages or to release subsets of their data to provide 
corn patibility with a wider range of software packages. 

3. Confidentiality 

Processing operations and data structures for analysis cannot be designed.solely to 
reduce costs, co,mplexity, or bias. They must also protect respondent privacy as far as 
possible. This is so metimes not corn patible with maximum efficiency. Procedures for 
protecting confidentiality pf paper records and of tape records must be thought through 
,caref ully. 

The problem of maintaining respondent confidentiality is more difficult in 1 
longftudinpl surveys than in cross-sectional surveys. In cross-sectional research, the ’ 
confidentiality of a response can be protected by stripping responses of identifiers at an 

’ early stage in processing. In longitudinal surveys, response records must be linked to 
personal identifiers, sometim es for decades, until data collection and analysis are L 
complete. Longitudinal records co q manly contain ,m ultiple identifiers in order to 
facilitate tracing and to ensure that records can be matched after each wave, regardless 
of missing data. Name, address and Social Security, number are often augmented with . 
the na m e and address of family, neighbcrd, or friends who are,to be contacted in tracing 
respondents who have moved. The large number of identifiers, plus their dispgsion 
across records and across Ume, makes protecting confidentiality in a longitudinal survey 
far more’difficult than in cross-sectional research. However, most research 
organizations have learned over the years how .to protect paper records. ’ 

An illustration of one solution to this problem is that adopted by NC ES for the 
NLS-72 and HSLB: Identifiers are stripped from the tape prepared by the contractor 
before it is turned over to the sponsor agency: These’data are maintained by the 
contractor but may only be used with the explicit approval of the sponsor. The procedure 
provides a corn plicated, layered procedure which inhibits any unauthorized access by 
sponsor, contractor, or public users and provides protectJon similar! to that of a cross 
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sectional study. 

This ex’am pie illustrates a nu m ber of the basic safeguards which should be 
integrated into any longitudinal data collection effort. First, identifiers should be used 
only to maintain the quality of the data, e.g., for tracing respondents or for matching 
purposes. Second, only staff performing these functions should be allowed access. Hard- 
copy media containing identifiable data should be stored in a secured area to limit 
access. Electronic files should be similarly secured and, when in use, access should be 

b 

restricted by t!!e operating system to authorized processing personnel only. Third, all 
privacy- relevant data should be stripped Porn publfc use tapes before release. IdeaUy, 
the collection agency should separate identifiers during processing and store them on a * 
file separate from the substantive data. Finally, when data collection is corn plete, ali 
copies of identifiers should be destroyed. Even when such measures are taken, agencies 
and research organizations must consider the possibility-of confidentiality breaks. The 
quantity of information available about respondents creates the possibility that a series 
of rare responses can identify respondents. Current research in confidentiality is 
addressing this problem and should provide useful guidelines for enhanced security 
measures in the near future. ’ 

. 

. 
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I CHAPTER 4 

SAilPLE DESIGN qND ESTIMATION 

There are kny Issues in the desfgn and estimation strategfes for 
longitudinal surveys that are identical to those for cross-sectfonal surveys. 
Some Issues, however, such as weighting and compensating for nonresponse 
become more complicated with a longitudinal survey.' Usually the com- 
plications arise because of the ch'anging nature of the population, as 
discussed in Chapter 3. In this chapte P, we discuss some of the major 
design and estimtion problems, many of which need more research. 

A. Defining a Longitudi na'l Unfverse 

Defining'the initial study universe for a longitudinal survey is no more 
complicated than defining the universe for,a cross-sectional study. The ' 
initial universe is fixed at a specific potnt in time and is explicitly 
def i ned. Sample units can be selected and the only difficulties are related' 
to the sampling frame ftself. T!me, however, gradually complicates the 
problem of defininy a longitudinal universe. ' 

l 

The study 'universeSusually does not remain constant over the period OT the 
1 ongf tudi nal survey, as was discussed earlier. The universe of individuals, 
hpuseholds, families, or establfsnments changes over time. If a universe 
changes slowly along the critical dimensfons of the survey, the problem of a 
longitudiqal universe definition may be ignored. However, ff changes in the 
universe over time are not trivial,'a static unfverse definition may not be 
sufficient. The choice of definition for the longitudinal universe will 

. have a direct effect on data co'llection and analysis. 
r 

Judkins et al (1984) describe three methods for defining a longitudinal 
universe. These ideas are generalitible to any longitudinal study of persons 
or other units. One method for defining a longitudfnal universe is to 
select a‘specific time during the course of the study as the point that 
defines the universe. If the,universe is defined at the time of 'sample 
.selection, it is called a cohort tstudy. Units in the sample are defined at 
the time of the first interview. 
collected only from these units. 

At later waves of interviewing, data need be” 
All inferences and estimates refer only 

to the universe in existence at the time of the first intervfew. For example, 
for the CPI canmdities and service sector, the,universe,is a set of cohort 
samples with attrition due to deaths. Rirths are introduced only when an 
entire'cohort is replaced with a new sample. , 

I 
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The longitudinal universe may also be defined'at a time other than the 
tim of sample selection. Under both scenarios, statistical, operational and 
methodological problems may arise because the sample was selected at one point' 
in time and the analyses of the study universe reflect a different point in 
time. It is possible that elements of the study universe at the time of . 
sample selection are no longer part of the longitudinal universe; it is also 
probable that elements of the longitudinal universe which exist at the time 
of definition were not in existence at the time the sample was drawn. This 
creates an operational problem -- whether to collect data from these "entrants" 
to the longitudinal universe -- and it creates a statistical issue, the 
development of estimation methods for this universe. For example, in the ' 
SIPP universe (the non-institutional population, and members of the military 
not living in barracks) individuals may leave the universe by moving outside 
the-united States, to an institution, to military barracks, or by dying. At 
any time during the study period persons may enter the SIPP universe by 
returning from overseas, institutions, or military barracks, or through 
birth. 

A second method of defining a .longitudinal universe extends the first 
method by looking at more than one time point. Several time points are 
selected, each one defining a universe at that time. Then the entire set 
of units ,defined by these different cross-sectional universes is included 
in the longitudinal universe. Thus, if a person entered a sample household 

.by being born or returning from overseas sometime after the initial inter- 
view, that person would be included in the longitudinal universe. People 
can be added to the universe, and anyone who is in the universe for any 
of the time periods should*be included in the estimation. 

For analysis of aggregations of persons, such as households and families, 
some identification of aggregations at each time point is necessary. Since 
these agyregations can and do change over time, conceptual, operational ' 
and Statistical dSfficulties occur. See, for further discussion of this 
SubJeCt, the section on units of analysis in this chapter. ,This approach, 
however laden with difficulties, is the approach which best captures the 
dynamics of the longitudinal universe. 

, 

The third method for defining the longitudinal universe is also an 
extension of the first method, bat instead of including all units that enter, 
leave or stay, this approach includes only those that are common to all the 
selected time periods. In this approach, one includes in the definition of 
the longitudinal'universe -only those elements which were members of all 
cross-sectional universes. Tlhis definition leads to a static universe 
containing only those elements which do not enter and exit the'universe. 
For example, for households, families, and establishments the universe contains' 
only those units in existence throughout the entire survey period, 

t 

b 

As discussed above, defining ,the longitudjnal universe can be a problem 
when it contains units which enter and leave the cross-sectional universe. 
When the units are establishments or a group of individuals, some decision 
concerning "rules of continuity" is necessary, The next section briefly 
reviews models for longitudinal household (family) units of analysis. 
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6. Units, of Analysis I 

I Aggregations of persons, such as households and families, present difficult 
conceptual!and practical problems in longitudinal surveys. Over time individuals 

' enter and leave households, and set up new households. It is no longer obvious 
: how a household or family should,be'defined when, time becomes an integral 

% part of the definition.. McMillen and Herriot (1985) attempt to reduce the, 
possible definitions to a reasonable number, in order to conduct an,empirical 
evaluation of alternative concepts. They also provide a brief review of the 
historical basis for a longitudinal definition of'households. Much of the 

'4 discussion below is based on the McMi 1 len and Herriot (1985) paper and one 
by Kasprzyk and Kalton (1983). - 

I 
Three models have been used to describe household and/or families over time: 

1) a static model; 2) an attribute model; and 3) a dynamic model. The static 
model of households (or families) classifies households at one point in time, 
and reflects a cross-sectional perspective. Households and their members are 
defined-at one point and individual characteristics are aggregated over the surve; 
period to provide summary statistics for aggregated analysis units. A critical, 
but false, assumption has to be made that the household composition remains 
fixed during'the survey period. This definition is not truly longitudinal, 
because .it ,ignores any changes that each unit may undergo., -In this approach 
weighting the so-called longitudinal sample corresponds to weighting the 
cross-sectional sample. Note, however, that for CPI or any Laspeyres type 
index the assumption of fixed composition is what is desired, since the change 
in composition of sales is being held constan,t so that price change is the only , 
thing measured. ' . , I 

The second model for defining households or f,amilies over time is the 
attribute model. In this model, the individual is the unit of analysis, and 
household and family characteristics are treated as individual attributes. 
As a result, the problem of changing units over time is avoided. Results under 
this approach are expressed as "XX of persons live in households with attribute 
"Y", rather than "XX of households have attribute Y." Household characteristics 
are,'therefore, attributes of the individual. The attribute model has been, 
used extensively by the Survey Research Center of the University of Michigan 
for the analysis of data from the University of Michigan's Panel Study of 
Income Dynamics. 

Dynamic models, the third type, represent the most difficult conceptual 
and operational problems. In these models, households (or other gkups of' 
individuals) are dqfined over time, not ,at one point in time, by a set of 
rules. These rules, often referred to as continuity rules, identify the 
initiation,.continuation, and termination of the analytic unit. Three examples 

Q . of continuity rules which have been proposed as dynamic definitions of households 
are presented in McMillen and Herriott (1985). It is not obvious that one set 
of rules is better than others; in fact, one'concept may be more useful 
for certain kinds of analyses, but not for others. Little empirical work using 

I alternative 'dynamic concepts has been published, although Citro (1985) has recent 
begun an investigation using data from the SIPP development program. It 
remains to be seen whether the dynamic concepts can be properly interpreted 
and employed to provide useful results for policy appl'ication. ' 

(I 
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c. ' Sample Design 

For a longitudinal study with a static population, that is, one in which 
there are no additions over time, the 'need for longitudinal estimates presents 
no special difficulties in sample selection. It is only necessary to choose 
a single sample at the selected point in time, as if a one-time survey were 
being conducted, and then follow the sample units initially chosen. For such' * 
a study there is, in general, no ambiguity about the analytic units, and no 
additions are permitted to,the population. The longitudinal studies 
of the National Center for Education Statistics (NCES) are examples,of ! - 
this approach. 

The populations for all the other longitudinal surveys decribed in this 
report are dynamic in nature. For these surveys initial sample selections 
presents no particular difficulties. It is only necessary that each unit , 
in the population at the time the initial sample is chosen have a known 
probability of selection. Complications arise, however, because of the . 
additions to the universe, and the care that must be taken in order to 
follow the sample units of analysis over time. 

Ideally, provision should be made at the design stage to give additions 
to the universe a chance of entering the sample, or, failing that, to make 
adjustments for their absence at the estimation stage. For SIPP, Employment . 
Cost Index (ECI)! and items in the CPI for which the Point of Purchase - 
Survey (POPS) is the source, the problem of new- units is partially alleviated 
by employing a rotating panel design. -Thus, all additions to the universe 
will eventually be given a chance of selection, with the length of time 
between panels as the maximum Jag. For the EC1 and the CPI, because of the 
difficulty of identifying births quickly, this-is the only provision made for 
additions at either the design or estimation stage. In general, additions to 
the universe in these surveys haVQ no chance of affecting the estimates until 
the selection of the next sample or panel. This again is consistent with the 
Lespayres concept of a fixed set of items and ~outlets for measuring price 
change only. , 

In contrast to the EC1 and the CPI, the-designs of NHCES, NMCUES and 
SIPP give individuals, families and households that are additions a chance of 
selection as soon as they enter the universe. At each round of interviewing 
in these surveys not only!is the initial sample interviewed, but so are all 
individuals currently residing in a household with the original sample people. _ 
Individuals joining the universe and moving into a household containing at 
least one person who was in the universe when the initial sample (or most 
recent sample) was chosen have a chance of entering the sample. So does any 
family or household joining the universe-that contains at least one individual 
who was in the universe when the initial sample was chosen. Other individuals, 
families and households that join the universe have no chance of selection. 
To cite another example, the CPI /rent survey samples building permits in ’ 
order to identify new units quickly. 

Care must be taken in the design of longitudinal surveys to assure that the 
analytic units used in the estimation process for a specific time interval are 
followed throughout that time interval. In general, this.is not a serious 
problem with surveys such as the EC1 and CPI, since the defi'nitions of analytic 
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, units for these surveys 'generally include a.fixed location such as'an item at 
a specific outlet. Furthermore, in cohort studies such as the High School 
.Class of 1972 which only makes estimates for individuals selected in the' 
initial sample, there are noydifficulties other than the operational problems 

' associated with following people. However, for NMCES, NMCUES, and SIPP there 
are difficulties associated .with' following certain sample analytic units. 

A key reason for these difficulties is that a household,or family may . ' 
continue to exist under most longitudinal definitions even though it no 
longer contains any individuals who were initially in‘the ,sample. Under the 
procedures established for each of these surveys, the household or family 
will no longer be followed. Ernst, Hubble, and Judkins (1984) discuss this 
problem in detail. Any individuals who are additions to,the universe and who 
are to be used in the estimation process should also be followed. Provisions 
were made to do this in'NMCES and NMCUES but not in SIPP. In fact, it. 
has not been decided whether additions will be used at all in SIPP for 
longitudinal person estimation. Judkins et al (1984) discuss this question. 

5 
0. Weighting , 

There may be several stages of weighting a sample. One is to reflect 
the original universe; another is to adjust for nonresponse; a third may be 
to adJust for sample coverage. Longitudinal surveys have the usual weighting 
problems of cross-sectional surveys and thenat least one additional problem. 
That is to provide a longitudinal weight to be used during analysis. 
In this section, we discuss the simple unbiased weighting and adjustment to 
independent estimates. Nonresponse, since it can be> handled either by, 
weighting or imputation, is deferred to the next section. 

1. Unbiased Weights 

Typically, the unbiased or base weight for a sample unit is the 
reciprocal of its probability of selection. In longitudinal surveys, this 
has generally been the weight assigned to sample units which were in the 
universe at the time the sample was selected. 

' 
The development of base weights becomes more complicated-in surveys such 

as NMCES;~NMCUES, and SIPP which incorporate additions to the universe in the 
estimation process, since it is often not practical to compute selection 
probabilities for such analytic units. For example, NMCES and NMCUES . 
families which are additions to the universe will generally be used in 
the estimation process if, and only if, at least one member of the new ' 
family had been a member of a sample family during the first round of interviews. 

Y It would be extremely difficult to determine the first round families for all _ 
. the members in the new family, and then compute the probability that at least 

one of the first round,families could have been selected. Fortunately, it is 
not necessary to know the probability of selection in order to obtain base 

* weights which yield unbiased estimators. See Ernst, Hubble and Judkins (1984) 
for a description of this methodology. . 1 
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Several longitudinal weighting procedures will now be described., Since 
most of them will be defined in terms of cross-sectional weights, itlis useful 
to define what is meant by the cross-sectional weight. The first round cross- 
sectional weight for a sample household is taken here to be the reciprocal 
of the probability of selection. For all nonsample households in the 

. universe this weight is zero. For any time period after the first inter- 
view it is defined to be the mean of the first round cross-sectional house- 
hold weights for all persons in the household who were in the universe during 
the first interview. Thjs type of weighting procedure is currently used in 
SIPP to produce cross-sectional household and family'estimates. 

There appear to be only two precedents for the weighting of longitudinal. , 
households and families--MlCES and NMCUES. For these surveys each family I 
was assigned its cross-sectional weight at the date the family was first 
formed (See Whitmore, Cox, and Folsom (1982)). The only other~survey 1 
where serious consideration is being given to the longitudinal household ' 
estimation issue is SIPP. Five alternative methods for obtaining unbiased 
longitudinal weights are discussed in Ernst, Hubble, and Judkins (1984): 

1. The NMCESINMCUES procedure, assigning each longitudinal household 
(family) its cross-sectional weight at the date the household 
(family) was first formed. 

2. For any time interval, assigning each longitudinal household (family) 
its cross-sectional weight at the beginning of the time interval. 

,A For any time interval, assigning each longitudinal,household weight 
the average of the first round weights for all persons who remain 
members of the household throughout the time interval. If there 
are no such people, the longitudinal household weight is zero. 
This procedure generally has a slight bias. 

4. For any time interval, assigning each longitudinal household the 
average of its monthly cross-sectional weights. 

5. If a longitudinal household is defined as an attribute of a 
specific individual, such as the householder or principal person, 
then assigning the longitudinal,household the first round weight 
for that specific individual. 

The procedures listed apply to the restricted universe of %a11 households 
in existence throughout the time interval of interest. Some modifications are 
necessary to apply these procedures to the unrestricted universe of all 
households in existence for a portion of the time interval of interest. 
There are advantages and disadvantages to each procedure. They differ, for 
example, in their-need-for data from longitudinal hwseholds which no longer 
contain any first round sample persons, or their need to ask retrospective 
questions in order to determine the appropriate weights. 

Finally, we briefly discuss longitudinal person estimation. NMCES and 
NHCUES employ longitudinal person estimation that incorporates additions to 
the universe. Each additional person is associated with a first round family ' 
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and then assigned the first round,weight of that family. For SIPP, it has f 
not been decided whether individuals who are additions to the universe will 
be used in the person estimation process or, if so, how they would be 
weighted. One procedure being considered is to assign to persons who join 
the universe the cross-sectional weight of the household thatthey are a, 
member of at the time they join the universe. 

2. Adjustments to Independent Estimates ' 

As 'a final‘ step in the weighting process for several longitudinal demo- 
graphicsurveys,, the population is partitioned into demographic groups and 
individual weights are adjusted so that the sample estimates of the demographic 
subpopulations agree with independently derived estimates. In general, 
this estimation step reduces sampling variability and biases,resulting 
from undercoverage. ,- 

In the National Longitudinal Surveys (NLS) this adjustment was done for 
age-race-sex groups for the time of initial sample.selection. The adjusted 
estimates of totals for each group were made to agree with independently 
derived Bureau of.the Census estimates. The Census estimates are obtained 
by carrying forward the most recent census data to take account of subsequent 
aging of the population, mortality and migration between the United States 
and other countries. Since the same sample cases are followed throughout the 
life of the survey, no subsequent adjustments to independent estimates were 
made,with the following exception: an annual adjustment was made for the 
cohort of young men (ages 14-29 in 1966) to maintain agreement with the 
independent estimates.' This adjustment corrects population underestimates 
for men who were not represented in the original sample,because they were 
in the Armed'Forces at the time the sample was selected and who'subsequently ' 
returned to the civilian population. 

, For annual data files' from NMCES and NMCUES, family weight; were adjusted 
so that the estimated number of families existing as of March,15 of the inter- 
view year agreed with counts fran the March Current Population Survey. For 
each demographic group the adjustment factor used for sample families in 
existence on March 15 was also applied to families that did not exist on this 
date’. This was done with the assumption that the rate of undercoverage and 
nonresponse was the same for all families in a demographic group, irrespective 
of whether or not the families existed on March 15. Details of this procedure 
are given in Whitmore, Cox and Folsom (1982). 

For person estimation in the NMCES' and NMCUES' annual data files, the' 
adjusted family weights for each sample individual's first round family 
were further adjusted separately for each individual to produce agreelrrent 
with independently derived age-race-sex estimates. The adjustment factor % 
applied to each sample individual in a group was such that the average 
of the adjusted.sample estimates of numbers of individuals ,i.n each group 
at four times during the year agreed with the average of the independent 3 
estimates at the same four times. Details are provided by Jones (1982). 

> 

No decision has been made yet on 'how longitudinal weights for SIPP will 
be adjusted to agree with independent estimates. One possibility is to use 
procedures similar to the NMCES and NMCUES procedures. A potential drawback 
to that approach is that. survey estimates will agree with the independent 
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estimates at only one 'point in time. If agreement is required 
at .other points in a time interval, then adjustment procedures could-be 
modified so that the adjustment factor is not the same for each sample 
unit of analysis within a demographic group, but instead is also a function 
of the starting and ending date of that sample unit. This modified 

I approach to adjustment has several disadvantages, such as possibly requiring 
I some weighting factors to be very large. 

E. Nonresponse In A Panel Survey .F 

Nonresponse in longitudinal surveys can be treated from either the 
cross-sectional or longitudinal perspective. References concerning the 
treatment of nonresponse in panel surveys are in Kalton, Kasprzyk and 
Santos (1980), Kalton, Lepkowski and Santos (1981), Kalton and Lepkowski 
(lg83), Marini, Olsen and Rubin (1980), David, Little, and HcMillen (1983), 
Little (1984, 1985). Assuming the data requirements for the survey mandate 
a longitudinal analysis, then the longitudinal perspective is clearly the 
more desirable, since it reflects the survey design. ' 

If nonresponse in a longitudinal survey is treated from a cross-sectional 
perspective, each wave is treated as a separate survey. This has practical 
advantages in that the release of wave data may occur more quickly than 
if the separate waves were first linked, and linkage problems resolved. A 
disadvantage is that records with imputed data will be inconsisterit from 
wave to wave because data processing and estimation procedures are imple- 
mented independently from one time to the next. Despite the inconsistencies 
at the micro-record level, changes in aggregates, from one wave to another 
can be investigated. From a longitudinal perspective, nonresponse in a longi- 
tudinal survey is viewed not as nonresponse in a set of unrelated observations 
but as nonresponse in a set of variables with some logical dependency between 
two or more points in time. For example, in the CPI missing prices at time 
t are imputed based on prices obtained at time t-l, and on current average . 
price movement for the item. This view adds considerable information 
to the data set for the treatment of nonresponse. However, it raises issues 
concerning the treatment of nonresponse which have not. been addressed from 

, the cross-sectional perspective. 

Longitudinal surveys can be treated as cross-sectional to generate 
point-in-time estimates. Because of the repeated interviews, however, 
indicator variables can measure‘ status over time, thus providing better 
information on patterns of behavior, transitions from one state to another, 
and the length of time in a particular status. The importance of obtaining 
this kind of information justifies linking the waves as quickly as possible 
and treating nonresponse from a longitudinal perspective. 

The treatment of nonresponse in longitudinal surveys is in many ways no 
different.then in cross-sectional surveys. The above discussion attempts to 

$ 

provide some indication of the similarities and differences in the two approaches. 
The time dimension adds a level of complexity for all decisions related to 
the treatment of nonresponse. First is the problem of longitudinal data . 
base .construction;-efforts need to be made to construct longitudinal files 
which allow analysts to use the panel aspect of the'survey. This includes, 

' at a minimum, ensuring that sample units in one wave are linked to sample 
units in other waves and that critical data items remain consistent from 
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one interview to the next. Second is the problem of selecting imputation 
or weighting. to handle nonresponse on one or more waves. Third, is the 
problem of timing for release of data. Cross-sectional imputation offers 
the practical convenience of releasing data as-soon as each wave's data 
are available. However, not all data useful ,for good imputation are 
available this way. Imputed values are likely to be better 'when a combined 
data set is used. Fourth, in spite of the fact that longitudinal imputation 
is frequently more effective than cross-sectional.imputation, a aback-up 
system is necessary to handle cases where values needed for longitudinal 
imputation are missing.* 

; 1. Types of Nonresponse _ 

Three types of nonresponse occur in surveys: noncoverage, unit,nonresponse, 
and item nonresponse. Noncoverage is‘the failure to include some units of, 

,the survey population in the sampling frame, which means they have no 
chance of appearing in the sample. This may occur, for example, because 
of incomplete listings at the final stage of selection. Unit nonresponse 
occurs when no 'information is collected from the designated sample unit. 
It can occur because of a refusal, because of a failure to contact the 
unit (no one at home), or because the unit is unable to cooperete (language 
difficulties). 

Itek nonresponse occurs when a unit participates in a survey,'but does not 
provide answers to all the questions. It may occur because: . 

1. the respondent does not know the answer to the questions; 
, 

2. the respondent refuses to answer the questions; I 

3. the interviewer fails to ask or record the answer to the question; 

4. the response is rejected during an edit check (e.g., because it is 
inconsistent with another response. 

The distinction between noncoverage and, total,and itemnonresponse is 
imdortant because it-affects the type of compensation procedure adopted. 
With noncoverage, the survey can-provide no information other than that . 

, 

Y 

- 

* The following sections'describe imputation and reweighting to handle item 
and unit nonresponse in connection with improving finite population estimates. ' 
Imputation and reweighting strategies are not used, however, when estimating 
mathematical models of an underlying random mechanism or process. Since 
such analyses focus on estimation of model parameters, neither assigning 
values to individual cases nor adjusting to independent estimates is appro- 
priate. Instead; methods of model estimation are used to account for the 
missing data under the' assumption that the same model applies to all- : 
sample cases, even though some cases provide more complete histories than 
others. Model estimation by the method of maximum likelihood is the 
most common approach (T,uma and Hannan (1984); chapter,S). The contribution 
of each sample case to the likelihood function is derived; and if the obser- 
vations are statistically independent, then the likelihood 'function is,‘in 
most cases, the product of the individual contributions. 
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available on the sample frame. Compensating for noncoverage is usually carried 
out by using sources external to the survey to produce some form of weighting 
adjustment, as described in the last section. . / 

Noncoverage in a longitudinal survey can be problematic depending on * 
the population which is to be measured. If the population is approximately 
static, (that is, the amount of change in the population over the life of 
the panel is not substantial), then the treatment of noncoverage from the 
longitudinal- perspective is not any different than from the cross-sectional. 
perspective. To be precise, however, changes in the survey population should 
be reflected in later waves of the panel. Often this does not occur because 
of operational reasons or because such a small proportion of the population 
is involved. 

For example, in SIPP the person population does not change greatly 
over the life of a panel. The principal changes are children who reach 
adulthood during the life of the panel, deaths, ,imnigrants, emigrants, 
and persons returning from military barracks and institutions. The survey 
designlcaptures information about new adults, deaths, and emigrants-; however 
the design does not cover new entratns to the population who live in households 
which do not include adults eligible for initial sample selection, such as 
households in which all members are from the, following sectors: * 

1. U.S. citizens returning from abroad; 

42. immigrants who move into the U.S. after the first wave of 
interviewing; and 

3. persons who return from military barracks or institutions; 

The different approaches suggested for treating total and item nonresponse 
illustrate a concern for the kind and amount of data available for use in 

. compensation procedures. Total nonresponse is typically treated by some 
form of weighting adjustment, using data available from the'sample frame 
in addition to observations obtained by the interviewer. With item 
nonresponse, the responses to other survey questions may provide 
information. To use other responses effectively, item nonresponse is 
usually treated with some form of imputation (that is, by assigning values 
for missing responses based on responses from respondents with similar 
characteristics) rather than with weighting procedures. 

From the longitudinal perspective, the issue of unit,and item nonresponse ~ 
is not very well defined. From this perspective, a unit's record consists 
of all information‘collected on the unit over the life of the panel. This f 
suggests, however, that data missing for one or more waves of a panel can, 
in fact, be treated as item nonresponse. *Nonresponse on one or more waves 
of the'panel may logically be treated as item nonresponse for all variables 
that should have been recorded for that wave(s). The distinction between 
unit and item nonresponse is not obvious, and, often, in the interest 
of simplicity, a judgment must be made identifying the appropriate level 
of response necessary to treat a case for item nonresponse rather than 
unit nonresponse. Ultimately, these issues are best resolved after 
empirical research on the nature, extent,, and patterns of the missing 
information. This,- along with knowledge of,the uses of the .data, will 
help determine a strategy for handling nonresponse in a panel survey. 
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2. Total Nonresponse 
; ‘I 

' 

Total nonresponse in a cross-sectional survey means that no one at the 
household responded for one reason or another,. It is often called unit 
nonresponse in cross-sectional surveys. It is generally handled by 
weighting adjustments, using data available on the sample frame such as 
region, city, block, type of area; or available from -interviewer obser- 
vation, such as race of householder. Usually the data available for 
weighting adjustment is quite limited. 

In a longitudinal survey the concept of total nonresponse can take on . 
a different meaning, including units which provided information for some, ' " 
but not all, of the waves of the panel. Thus, viewing the entire longitudinal 
record as complete response, and responses at one or more waves as partial 
responses, the definition of total nonresponsecan be reconstructed ,to include 
units which participate in the survey 'some part of the time. These units, 
despite having provided more data than "true? total nonrespondents, can be 
treated as total nonrespondents. In NMCUES, for example, total nonresponse 
is defined to include units (individuals), responding in fewer than one-third 
of the waves they were eligible,for interview. 
and Cox and Cohen, 1985). 

(See Cox and Banham, 1983,, 
' 

3. Unit Nonresponse , 

For the purpose of this discussion , unit nonresponse will refer to 
individual or person nonresponse to one or,more interviews in a'longitudinal 
survey. The length of a longitudinal survey increases a) the amount of data 
available for nonresponse adjustments and b) the complexity of nonresponse 
compensation procedures. Each individual's microdata record does not ', 
consist of unrelated, independent observations taken at different points in 
time, even though the data may be collected in that manner. Many variables 
reflect the same measure at different points in time. The status of a 
variable, such as income, at one point is,frequently related to its status at 
a previous point. In a cross-sectional survey only two response categories 
exist, response and no response. In a longitudinal survey of n-waves there 
exist 2n possible patterns of response. For example, in a 3 wpve study 
there are eight possible response patterns illustrated as follows (where NQ 
refers to nonresponse and R refers to response):, _ 

:: 
R Q 

R" ,Q NR 
-33. R NQ R 

NR 
ii: Q 

R R 
/ t 

NR NR 
NR NR R 

9: NR R NR 
Q 

? 
8. NR NR NR , 

Response patterns are usually classified as forming a "nested" pattern of 
4 nonresponses (i.e., variables from early waves of the survey are observed 

more often than variables from later waves), or as "non-nested".' Attrition 
is a form of nested nonresponse, and estimators for dealing with nested 
nonresponse have been-discussed in the incomplete data literature. (See 
Anderson (1957); Rubin (1974), orkarini, Olsen and Rubin (198(l).) 

I 
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The three wave study example illustrates the kind of difficulty which 
can occur when one or more waves of data are missing. Case 1 is an example 
of total response-- an interview is'obtained in each wave of the panel. 
Cases 2 and 5 illustrate attrition and nested nonresponse. Cases 3 
and 4 illustrate non-nested patterns of response (two out of t,hree,interviews 
obtained) and cases 6 and 7 illustrate different non-nested patterns of 
nonresponse with only one of three interviews obtained. Case 8 is an example 
of total nonresponse. The difficult decisions about nonresponse which must 
be made for a three wave study are indicative of problems with surveys of 
more than three waves. 

1 

One way of treating unit nonresponse in a panel,survey is to define 
the level of response necessary for a unit to be consi+dered a "responding" 
unit. All units which exceed this response level would be treated as if 
they were present in all waves of the panel and their missing interview 
data regarded as a form of item nonresponse; units with a response level 
less than the standard would be treated like total nonresponse. 

Underlying these alternative strategies for handling wave nonresponse is 
the issue of whether it is better to use imputation or weighting to adjust 
for wave nonresponse. The weighting procedure simultaneously compensates 
for all data items of a nonrespondent, but reduces the sample size available 
for analysis. Weighting adjustment procedures also typically incorporate 
many fewer control variables than an imputation procedure, although David 
and Little (1983) suggest a model based approach which increases the 
number of variables used in the adjustment. 

Imputation, whether it be cross-sectional or longitudinal, fabricates 
data. The uninitiated user may not understand this and may attribute ' 
greater precision to the estimates than is warranted. Imputation techniques 
by their nature may fail to retain a covariance structure of the data. 
However, by identifying critical data items in advance, animputation 
procedure can be developed to control key covarihnces. In tractice, a 
two fold strategy of using both weighting and imputation procedures may 
often be the best solution (David and Little (1983)). A more detailed 
discussion of the weighting versus imputation issue for wave nonresponse 
can be found in Kalton (1985) and in Kalton, Lepkowski and Lin (1985). 

, 4. Item Nonresponse 

In the previous discussion it was noted that one way of treating unit 
\ nonresponse was to consider it a "form of item nonresponse" in a longitudinal 

record and use imputation techniques. That is, in a longitudinal survey, unit 
nonresponse can be treated conceptually as item nonresponse. Item nonresponse, 
because it typically refers to missing data item(s) in an otherwise completed & 

i ntervi ew, provides a good illustration of the,fact that there is nothing 
theoretically special about longitudinal imputation. As Kalton, Lepkowski, 
and Santos (1981) have stated, longitudinal imputation for item nonresponse 
is simply imputation for item nonresponse using auxiliary data from a * 

larger data base, including'using longitudinal data elements as well as 
cross-sectional ones. The principal distinction .is .the availability of 
data which are hiyhly correlated with the missing data, usual,ly the same 
variable measured at different points in time. 
in CPI is done from this perspective. 

For ,example, the imputation 
_ 
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, ' 
Theoretically, a decision concerning cross-sectional versus longitudinal 

imputation in's longitudinal survey is obvious. The longitudinal approach can 
certainly do no worse than the cross-sectdon approach. The longitudinal . 
approach can use any of the variables,measured on a wave, but in addition 
it can use variables from other waves. As Kalton and Lepkowski (1983) 
point out, if response on an item is highly correlated overctime, then the 
value from a previous interview will be .a good predictor of the missing value 
at the current interview. 

Two exceptions to this statement should be noted: (1) the predictor 3 
variable must be reported at more than one point in time; and (2) the 
variables used in a cross-sectional imputation system are known to be 
poor predictors of the missing value and thusSwould likely be poor predictors 
in a longitudinal system. The two limi,tations are important because 
they suggest that empirical bnilysis of cross-wave data is necessary 
before developing a cross-wave'imputation system. They also point out 
that in addition to an imputation system using two or more'waves of data 
a fallback cross-sectional method is often needed to compensate for 
items which are missing in every wave of the panel. , 

Using cross-wave measures as auxiliary variables in an imputation 
. scheme has special significance when individual changes will be analyzed. 

Obviously, if i~mputed values are assigned without conditioning on the 
previous wave's value, measures of change are very likely to be distorted. 
In this case, modeling state-to-state transitions becomes extremely 
important in developing an imputationsystem. 

. r 

Some methods for longitudingl imputation are discussed by, Kalton and 
Lepkowski (1983). TheseSmethods make use of the stability a variable may 
have between successive waves of a panel, and they include: 

1. direct substitution 

2. cross-wave hot deck imputation 

3. cross-tiave hot deck imputations of change', 

4 l , deterministic imputations of change ' 

A simulation to compare results using these 4 approaches is also described in 
the same souice. 



CHAPTER 5 

LONGIlWINAL DATA ANALYSIS ' 
. . 

c 

INTRODliCTION 'I 

In the past, much longitudinal analysis has been done cross-sectionally, 
with each wave of,a survey analyzed independently. The linked records 
were often difficult to use and discouraging to analysts. With improved data 
bases and the use of statistical,.techniques to analyzes transitions, trends, 
and change, ,longitudinal,, surveys are now showing their-distinct analytical 
advantages. 

A. Determinants of Longitudinal Analysis Methods 

Longitudinal analyses study#the change in some unit 
, ' 

-- a person, a family, 
a business and so on -- over time. The focus is not on a description of the 
current status of~the unit. Rather,'interest is usually directed at the unde'r- 
lying process that determines any observed change. 

The methods employed in the analysis of longitudinal survey,s depend on four 
factors:'(l) the nature of the process being studied, (2) the type of variables 
being measured, (3) the analytic objectives, and (4) the method of data collection 
These factors taken together determine the kind of mathematical models of the 
process that are\appropriate and estimable. \ . 

1. The fiature of the Process Being Studied 
I% 

tlany processes can be represented as the flow of a.unit between some 
set of,categories (states), such as the change in a person's employment status 
from employed to unemployed. Such a representation requires an enumeration of 
the possible categories and a probabilistic description of how movement.takes 
place from one category to another. 
continuous in time. 

The flow of the process may be discrete or 
1n.a discrete time process, 

a fixed set of points. 
change of state occurs only at 

For example, eligibility for many government benefit 
programs is a discrete time process. Social Security Administration old age 
and disability programs,-AFDC and many State welfare programs all pay monthly 
benefits. Eligibility for benefits changes only at discrete points in time,; 

‘spaced one month apart. Other processes, such as change in health status, ' ~ 
. changes in price level,, death,.change in,attitudes', or employment, can change 

'!- 
state at any point in time and are therefore continuous in‘time. ' 

The process under study may be time stationary or time nonstationary. 
A process is time stationary if its probabilistic structure ,and jts ' 

I governing parameters are not themselves changing over time. Processes 
which are not stationaryin time are the most canmon. The payment of 
benefits under government programs often undergoes structural changes as 
the result of legislative and administrative actions. Horbidity is 
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continuously affected by advances in medical science, and individual 
labor force decisions are in part determined by changes in the national 
economy. w 

2. The Type of Variables 

A process may be described by variables which are discrete or 
continuous; and variables may be either observable or unobservable. 
Labor force status -- employed, not employed, out of the labor force -- is a ~1 
discrete observable variable with three mutually exclusive and exhaustive 
states. Variables such as well being and satisfaction, on the other hand, are 
often taken to be continuous variables that are usually measured only imperfectly 
by a set of indicator variables. 

m 

3. The Analytic Objectives 

-The analysis of longitudinal data.may have several objectives. 
Descriptive analyses are concerned with the regularities of the process 
under study. Such analyses often use cross tabulations at two or more ' 
points to show gross and net change'of the units. Thqre are other 
descriptive statistics: the number of times that a certain state has 
been.entered since the last measurement, the average length of time 
spent in a given state, the distribution of probabilities for the . 
next transition and the derivation of calendar period estimates not based on ' 
restrospective reports. Hypotheses tests often deal 'with differences in these 
statistics among several subpopulations. 

Hesearchers interested in causal analyses tend to focus on .the 
underlying structure which governs the process. Mathematical models 

/_ 

of the transition from one state to the next become prominent in causal 
analyses, and the estimation of the parameters becomes the prima? 
statistical goal. The signs and statistical significance-of the esti- 
mated parameters are usually interpreted in the context of some higher 
level generalization or theory. 

Sometimes longitudinal analyses are designed to project a process 
into the future. Projection is of primary concern in evaluating changes , 
in government programs or the results of field experiments, particularly 
when the full effects of the changes have not yet been realized. Pro- 
jection usually requires a mathematical model of the process. The 
parameters are then estimated from longitudinal data. 

4. The Method of Data Collection 

Two major strategies are used in gathering longitudinal data. In the 
first approach a complete history of the process is obtained. This approach 
is the event history method. Measures include the sequences of states 

f 

occupied by the individual units, and the times when changes in state occur. 
The second approach is the multi-wave method. 'In this approach the 
current status of the units is obtained at two or more points in time, but *. 
information is often lost on the durationvand sequence of events, and on 
the possibility of multiple changes between measurements. Information 
on the duration of yents ‘may not even be collected in the multi-wave F 
method. For example, at-the initial interview, there may be no data concerning 
the initial status of the process. At .the final interview, there are no data 
concerning the next state of the process. 
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To sumnarize, the appropriate data collection strategy for a longi- 
tudinal survey is chosen by assessing the nature of the process, the variables, 

. and the research objectives. For example, structural analyses of discrete, 
observable processes'will reqiire event histories (see Tuma ,d Hannan, 1984). 

, 

On the other hand unobservable variables such as attitudes can only be 
measured in a multi-wave panel context, because the best one can do is 
measure the current status at any fixed point. Multi-wave methods have 
been used in most large scale surveys even when the focus is on observable 
processes. The' resulting loss of information often severely'restricts 

' 8 the analyst's ability to recover the underlying parameters and to discrim- 
inate between competing mathematical models. (See Coleman, 1981, and Singer 
& Spilerman, 1976). 

B. Analysis Strategies for Longitudinal Data " 

Many of the approaches that are used for the analysis of cross- 
sectional data are-applied to longitudinal data as well (see Dunteman and 
Peng, 1977). There are two ways to use longitudinal data in these analyses. 
In some cases, variables are measured repeatedly over time. In other 
cases, longitudinal data are used to establish the temporal sequence of a 

. set of variables. Establishing,the correct temporal sequence of a set of 
variables is important for assessing'causal linkages within the set. 

Categorical data are collected in longitudinal surveys as well as cross- 
- sectional surveys. These data can be arrayed in cross tabulations showing 

the relationship between antecedent and outcome variables. Vhen the status 
of a particular variable is measured at more than one point in time, cross 
'tabulations can be constructed that describe the change in status of the 
sample units over time., When longitudinal data are placed in cross tabular 
form, the statistical techniques used,to analyze cross-sectional data may, 
be applied. These contingency table analysis techniques include the general 
testing of hypotheses about the structure of the table (Landis & Koch), 
the use of log-linear modeling (Bishop et al, 1975, Dunteman L Peng, 1977, 
and Hauser, 1978). and the development of certain classes of latent 
structure models (Clogg, 1979). 

In longitudinal studies where the outcome variable is continuous, a r 8 
,' number of cross-sectional analysis models have been applied. These models L 

fall within the.realm of regression analysis and the analyses of variance L 
and covariance. One of these methods, path analysis (see Blaylock, 1970), . 

, involves estimating a sequence of regression ~equations where all endogenous 
variables, ordered in time, are regressed,upon all preceding variables. 
Path analysis methods h'ave been extended by J%eskog and S&born (1979) e 
to cases where the outcome and predictor variables' are in principle 
unobservable (latent) and can only be measured imperfectly by a set of 

. 
! indicator variables. When such variables are‘measured 'at several points, 

JGreskog's methods can be used to determine.whether the nature ' 
of the construct is changing over time and which predictor variables - 
account for the changes. 

While cross-iectional ‘analysis is often adequate for describing 
changes in status and identifying determinants, these methods are usually 
unsuitable for the analysis of the underlying process that generated the 

) data. Social processes are often better represented by discrete-state, I -_ , 
I 
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continuous-time stochastic models. The first step in constructing this 
kind'of model'is to specify rates of transition between states. A number S 
of researchers (see-Coleman, 1981, Ginsberg, 1972a and 1972b, and Tuma, 1976) 

. have shown that regression analysis -- usually specified 5in terms of 
linear or logistic equations with the outcome as the dependent variable 
-0 can supply information about the rates of transition Only for a severely 
limited class of models. In those cases where regression is useful, the , 
process must have run a sufficiently long time that the observed propor- 
tions in the outcome categories are not themselves changing over time. 
Even when cross tabulations show status change between two (Or more) 
points, model identification can'be problematic. The data are often 
equally compatible with more*than one model. 

Because of the problems encountered when applying cross-sectional ~ 
analysis methods to longitudinal data, 'current analysis strategies focus 
directly on the rates of transition from one state to the next. In 
the biological sciences these investigations fall under the rubric 
of survival analysis (see Elandt-Johnson 8 Johnson, 1980). In the 
social sciences, general theories of stochastic processes are,applied 
(see Bartholemew, 1973 and Tuma L Hannan, .1984). While these new 

' methods permit a richness of analysis not possible withlcross-sectional 
methods, they can,have a significant impact on sample design and data 

. collection issues. Many of the techniques require event.history data 
rather than multiwave panel data,. In those cases where only longitudinal 3 
data are obtainable, observations at unequally spaced survey dates are often 
required. Many of the new approaches utilize non-parametric methods or 
rely on maximum likelihood techniques for the estimation of model parameters. 
Applying these techniques properly to the complex sample designs found 
in longitudinal surveys remains a largely unexplored area in statistical 
research. 

c 

c. Examples of Longitudinal Analysis 

Because there is such a wide variety of methods, the flavor of longi- 
tudinal analysis is best captured through examples. Two'Social Security 
4dministration projects will be discussed; the first is the Social Security 
Administration Retirement History Study (RHS). In this project some 
examples of the more familiar cross-sectional approaches are presented. The 
second is the Social Security Disability Program Work Incentive Experiments 
(ME) which provide examples of some current analytic strategies. 

i 
1. Social Security Administration Retirement History Study 

. The Social Security Administration's Retirement History Study (RHS) is 
a multiwave survey designed to address a number of policy questions 
relating to the causes and consequences of retirement. Gnong these questions * 
Bre: Why do individuals retire before age 65? .How well does income in retire- 
ment replace preretirement earnings? What happens to the standard of living i 
after retirement? The original sample of 12,549 persons was a multi-stage 
area probabi'lity sample selected from members of households in 19 retired * 
rotation groups from the Current Population Survey. The sample was 

, nationally representative of persons 58 through 63 years old in 1969. 
Initial interviews were conducted in the spring of 1969 and then in 
alternate years through 1979. Data collected during this period provide 

, 
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detailed information on work history, sources of'income, expenditures, health, 
and attitudes toward and expectations for retirement. Results from the RHS 
have been reported in a number of Social Security Administration research 
reports (listed in SSA publicationC#73-11700). The data have also been 
analyzed by researchers outside the governmenf,via public use tapes; 

An interesting variety of cross-sectional analytic methods suitable for 
multi-wave data have been used with the RHS data. One example is a two-wave 
descriptive'analysis of the change in income between 1968 and 1972 using 
simple turnover tables (Fox, 1976). The second example is a three-wave 
structural equation model of income satisfaction (Campbell and Mutran, 1982).. 

a. Analysis of income change \ 

Fox examined income level and change between 1968 and 1972 by construe- 
ting simple turnover tables. One of these tables (table 1 on page 59 and 60) 
classified respondents or couples by their income position in 1968.and 
1972.' The table shows the marginal distributions each year and the joint' 
probability of change separately for married couples, unmarried men, and 
unmarried women, crossed by work status in 1968 and 1972. The table 
indicates some increase in income over time for persons either employed or 
not employed in both years, and, as expected,,a substantial decrease in 
income for persons employed in 1968 but not employed in 1972. Among this 
latter group, Fox (1976) noted ,that income loss for unmarried men appeared 
greater than for unmarried women. 

Fox's findings are examples of genera] questions that can be answered 
by the analysis of turnover tables. 

1. btre income changes between the two points different for different 
, subpopulations? 

2. Are there differences in.marginal income distributions between sub- , 
populations at a given time?. , 

1/ 
A number of authors (Bishop et al, 1975, Hauser, 1978, Landis & Koch, n.d., 

and Singer, 1983) have shown that hypotheses involving marginal distributions 
and attribute-by-time interactions can be specified and tested using 
existing methods for the analysis of categorical data. For example, X 
testing whether income changes vary by subpopulation is the same as 
testing for a 3 (or higher) way interaction between income level at time 
one, income level at time,two, and subpopulation characteristics. The 
weighted least squares approach (Landis.et al ., 1976) would be an appro- 
priate methodological approach for testing this kind of hypothesis, 
especially for complex sample designs. 1 Given a consistent estimate of 
the sampling covariance matrix for the table cells, appropriate test - 
st,atistics for a wide,variety of hypotheses can be computed. * 

FOX'S -analysis also illustrates two additional methodological issues. 
We are informed in the technical note to his report that only 63 percent 
of the sample respondents had usable income data in both 1968 and 1972 
due to the "very conservative,editing" of income response. In both 
years, respondents had to give usable answers toiabout 20 different 
income components (twice that, if married)'. An inadequate response to 
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any one of these components was enough to cause a nonresponse for the 
entire set. Three questions immediately arise. What is the effect of 
response error for individual in,come items on the analysis of ttie turnover 
tables? Would imputing missing income items affect the analysis? How . 
did analyzing only the partial data set affect the analysis? 

Response errors are likely to result inan overestimate of change in 
income class, because some of the observed change is due to reporting error .A 
rather than to real change over time. Generally, in order to separate real 
change from classification error, an observation at a third point is required. 
This third observation\could be a reinterview, taken soon after one of the 

W regular waves, designed to measure reporting error directly. However, under 
certain modeling assumptions, three widely spaced observations can also 
provide estimates of real change and classification error (see Bye 8 Schecter 
1980 and 1983). A second problem resulting from classification error 
arises when attempting to measure differences among various subpopulations. 

-There may not be real change at all; the analyses may simply reflect 
differences in the,propensity for response error among the subpopulations, 
leading to incorrect interpretations. 

The effect of imputation on the analysis of turnover tables will depend 
on the specific imputation scheme. If, for an individual, responses from other 
wa,ves are used to impute missing values for a particular wave, real change may 
be understated. If, on the other hand, the imputations are carried out 

' . separately for each wave, real change will most likely be overstated. Parti-, 
cular care must also be given to substantive interpretations, when the same 
attributes are used both for imputation and for substantive analysis. 

Analyzing partial data sets requires an assumption that the nonrespoidents 
are like the respondents. Usually no studies have been carried out to support i 
that. To the extent that nonrespondents are different, as they frequently are 
in health and income studies, the data set is biased and the interpretation is 
inadequate. 

b. Stability of income satisfaction 

Campbell and Mutran (1982) present an analysis of the stability of income 
satisfaction over time using data from three waves of the RHS--1969, 1971 
and 1973. They assume that income satisfaction is an unobserved continuous ' 
variable measured imperfectly by two indicator variables. The two indicators 
'are "satisfaction with the way one is living" (SAT), and "ability to get 
along on income" (GET). Figure C (page 61) presents a path diagram for 
one of the models estimated by Campbell 8 Mutran (1982). (The estimated 
covariance matrix of the observed variables is shown in Table 2, page 62.) 

Campbell and Mutran posit that income satisfaction is in turn a function I* 
of health status, (an unobserved variable with three indicators), of actual 
income level in 1969, and of the number of times in the hospital in 1970. 
The authors note that this path model is significantly underspecified but h 
provides an interesting example of the use of LISREL methodology (Jdreskog & 
Sijrbom (1978) and (1979)). 
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LISREL unites factor analysis and structural equation modeling for a 
wide variety oftrecursive and nonrecursive models with and without measurement 
errors. (see Jsreskog h S&born, 1976). ,The LISREL approach assumes 

. that both measurement and structured equations are linear in the unknown para-, 
meters and that all variables are normally distributed. 

2. Social Security Administration Disability Program Work Incentive Experiments ( 

I, Under the provisions of the Disability Insurance Amendments of 1980, 
the Secretary of Health and Human Services was directed to develop and carry 
out experiments and demonstration projects designed to encourage disabled 
beneficiaries to return to work and leave the benefit rolls. The primary 
objective of the experiments is to save tNst fund monies. The bill itself 
contains ,several examples of the'kind of change in the postentitlement 
proyram that Congress had in mind.: These include changing entitlement 
provisions for Medicare benefits, lengthening the trial work period, and 
modifying treatment of postentitlement earnings, such as the application 
of a benefit offset based on.earnings. 

Co,ngress imposed, important constrain,ts on the experiments: they 
must be-of sufficient scope and size that results are generalizable to 
the *future operation of the disability program, and no‘beneficiary may be 

-. 

disadvantaged by the experiments as compared to the existing law. I 

Eight treatment groups and a control group have been proposed (see 
2 (SSA, -1982, for details). Each treatment group represents an alternative 

to the current postentitlement program representing either SOIF change 
in the law or administrative'practice (or both). A two stage stratified 
cluster sample of 31,000 newly awarded beneficiaries was planned for the 
experiments. The sample would be representative of all beneficiaries 
under age 60 at the time of award. The,sample beneficiaries would be 
assigned at random to one'of the nine experimental groups in such a way 
that the full experimental design is replicated in each geographic cluster.' 
The total sample size in each treatment group would be 3,000, and there 
are to be 7,000 in the control ,group. 

Under the current disability program, a beneficiary who returns to 
work despite conti,nuing severe impairment is granted a 24 month period 
in which to make a work attempt while remaining on the benefit rolls (the 
first 12 months with full benefits,; the second 12 months with benefits in , 
suspense.) Workersare expected to need-l or 2 years to return to work 
and 2 ,or 3 years to complete the trial work period and be terminated 
from the rolls. Thus an otkervation period of 4 to 5 years is required 
to track beneficiaries through the shortest of the post-entitlement out- 
comes. Observed short-run labor force response will provide some ' 
information about the effects of the treatments., butmtrust fund savings 
will be significant only if employment is sustained in some groups. Thus, 
sustained work is the key labor force parameter in the evaluation of the work 
incentive ,experimentsi .\ , 
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At the same time, the analysis of short run labor force outcomes,, 
'commencing about 2 years after the experiments begin, is a necessary first 
step in gauging trust fund effects. The data available for the short run . ' 
analysis will consist of a voluntary baseline questionnaire (face-to-face 
interview) covering socio-economic and demographic background items plus 
a series of mandatory quarterly reports (mail with telephone followup) 
showing the beginning and end of work attempts and monthly earnings for .A 
each month of the quarter. The response to the quarterly reports is 
mandatory because work reports and monthly earnings are required for 
administrative purposes. 

. 
a. Short run longitudinal analysis of return to work 

The first step in the analysis of return to work .will compare the 
proportion of beneficiaries who have made a work attempt among treatment _ 
and control groups. However, short run differences could be misleading 

* Cf the full effect of the treatment has not been realized. Consider the 
hypothetical outcome in figures A and B below. 

Cumulative 
proportion of 
beneficiaries 
with a work 
attempt 

Cumulative 
proportion of 
beneficiaries 
'with a work 
'attempt 

Treatment 

Control 

2 years 
Time since award of benefits 

Figure A 

56 
* 2 years 

Time since award of benefits 
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In Figure A the difference between treatment and control is small 
for the ,first two years, but becomes large afterwards. In Figure B, 
short run difference appears large at first but then becomes smaller. 
Clearly, change over time in the proportion of beneficiaries who return 
to work is most important in determining thelexperimental ,effect. The 
rate of change of this proportion over time for beneficiaries who have 
not yet returned to work is called the hazard rate function (or hazard 
function). A short run evaluation of return to work will focus on differen,ces 
in rates of return to work among treatment and control groups. , 

Using individual observations of the time of return to work, the-first 
analysis of return to work will be to estimate and graph the cumulative 
hazards of return to work for treatment and control groups and test the 
difference between the hazards. 

If theie are differences between treatment and control groups, the 
graphical displays of the cumulative hazards should provide a useful guide. 
These can then be used to project long run differences in the probability 
of return to work among the experimental groups. Introduction of covariates 
from the baseline,questionnaire might also improve the accuracy of these 
predictions (see Hennessey, 1982). 

b. Structural Models of Duration--Testing a Sociological Theory 

It has been suggested that the longer a beneficiary remains on the - 
disability rolls, the less likely he or she is to return to work. The 

I reason given is that the beneficiary makes the necessary social and 
. psychological adjustments to continue in the role of a disabled person.' 

The fact that population rates of return to work for disabled beneficiaries 
decline over time is often taken as evidence supporting this theory. 

\ However, one can show that population heterogeneity can account for an 
apparent decline in population transition rates over time, even if,the 
individual rates are constant or increasing. (See Heckman & Singer, 1982, 
for example.) Therefore any assessment of the apparent negative duration 
dependence must account for population heterogeneity. 

, 

One way to examine this issue is to specify and estimate a structural 
model for the hazard function for return to work. -The parameters are 

, 

usually est,imated by maximum likelihood methods, incorporating the likelihoods 
for sample cases moving from nonwork to work at time t, and for sample 
cases which haven't yet moved by time t (which, in this case, is the end 
of the observation period). . / 

Y 
c. Estimating long run trust fund effects 

,' 

The Disability Amendments mandate thet the primary evaluation of 
the experiments-be in terms of'trust fund effects. In general, the cost 
to the trust funds of an individual beneficiary is the sum of the expected ' 
costs to the Disability and Medicare funds between initial entitlement and 
.the termination of benefits or the attainment of age 65. The cost to the 
disability trust fund can be further broken down into the,sum of the cash 
benefit payments plus the cost of vocational rehabilitation (if applicable) 

_. 
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minus the payback/of FICA contributions (if the beneficiary returns to work) , . 
duriny this period. The estimation of long run effects requires the pro- 
jection over time of the probability of receiving cash benefits for disability, 
the expected amount of those benefits, the probability of working, and the 
expected earnings level., 

,' 

An analysis plan for the WIE is being developed which is based on a 
continuous-time stochdstic model. The state space for the process admits 
four possibilities: \ 

i 
El : Recovered 

EE : Deceased 

E3 : Nonworking Beneficiary 

.A 

!a? 

E4 : Working Beneficiary 

At the time benefits are awarded the beneficiary is assumed to be in 
state E3. The, beneficiary can switch between states,E3 and Eq until he or 
she reaches state El or E2 (which are taken to be absorbing states) or 
reaches age 65 (and is automatically converted to the old age program.) 

A semj-tlarkov model is proposed to link the various work and non-work 
episodes over time. This model assumes that each work and non-work period 
is independent of prior-work history (but might depend on age and other 
exogenous factors which can be incorporated into the hazard functions.) . 
Although it is unlikely that this sort of-independence does in fact exist, 
~the-short observation period effectively precludes the ability.to detect 
the real dependencies. 

In conclusion, once the hazard functions are estimated separately for 
each experimental group; future work and benefit status histories will be 
simulated. These histories together with estimates of earnings and benefit 
levels will allow the'estimation of long run trust fund costs for each 
experimental group. 

Using four years of administrative data, Hennessey (1982) found that 
semi-Markov models of work and benefit status for male beneficiaries can 
accurately predict the histories three years hence. 'His results provide 

'encouragement for this overal 1 analysis strategy. 
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Table 1. 

j 
From: , . .-_-e- _c 
Fox, Alan , 

1976 "Work status & income change, 1968-1972: R'etlrement History Study Preview" 
in Social Security Bulletin, OHEW Publication No: (SSA) 76-11700, - 
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Note: Coefficients for this model are reported 

Figure C 

A Three Wave Model with CarrelAted Error c 

/yT~-$=-cq--y . 

SAT69 GET69 

L-4 

,'A;; GJjTJl12 .sAT7; , wrn 

OUT73 PUB73 
)" 

in Table 2, following page. 
I 

” 

DEFINITIONS OF VARIABLES 

A. Satisfaction with Income fs an 
unmeasured construct with two indicators: 

. 
1. SAT69, SAT71, SAT73 

Are you satisfied with the way you , ' 
are living? 

4 = More than satisfied 
3= Satisfied 
2 = Less than satisfied 
1 = Very unsatisfied 

d 

. , 2. GET 69, GET71, GET73 
Ability to get along on income 

i 

,' 

4 = Always have money left over 
3s Have enough with a little left 

over sometimes 

1' 
= Have just enough, no more 
= Can't make ends meet 

from Campbell and Mutran, lk?, 
Reprinted with permission 

’ 

B. Health is an unmeasured construct 
with three i'ndicators: 

1. LIM69, LIM71, LIM73 
Does health limit the kind of 

work you do? '/( 

'. 2 - No 
1 = Yes 

2. ,OUT69, OUT71, OUT73‘ 
Are you able to leave the hous 

without help? 

3 - No limitation 
23 Yes, though health limits 

work 
1 =, No 

c. Number of times in hospital (HOS70 
is measured with one indicator 

r 
D. 1969 household income (INC69) is a 

single indicator of l,og<income 
from all sources, 
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VAWIAHLES, MANS,~STANOAAO OEVIAllONS, VARIANCES, and COHRfLAllONS 

SATi9 GET69 lNC69 LIN69 OUT69 PUB69 SAT71 Ml71 IlOS70 LIH71 OUT71 PuB7l SAT73 ~~173 ~1~73 01~173 PUB73 

SAT69 1.000 . _ 

GET69 0.535 1.000 

lNC69 0.327 0.436 1.000 

LIH6Y 0.282 0.298 0.236 1.000 , 

OUT69 0.213 0.229 0.201 0.882 1.000 

PUB69 0.221 0.237 -0.211' 0.833 0.741 1.000 

SAT71 0,445 0.411 0.290 0.229 0.173 0.115 l.OtiO 

GET71 0.419 0.590 0.401 0.262 0.201 0.211 0.522 1.000 

Mos70 4.039 -0.041 -0.020 -0.102 -0.074 -0;079 -0.077 -0.070 1.000 

LItI 0.238 0.244. 0.195 0.543 0.462 0.449 0.263 -0.216 0.191 1.000 

OUT71 0.160 0.171 0.158 0.419 0.393 0.367 il.196 6.216 -ft.l5b 0.888 1.000 

' PUB71 0.175 0.177 0.159 0.413 0.375 0.379 0.19M 0.217 -0.162 0.833 0.279 1.000 

SAT73 0.361 0.363 0.233 0.196 0.166 0.158 11.429 n.412 -0.049 0.216 0.170 0.172 1.000 

GET73 0.374 0.521 0.356 0.24: 0.198 OF207 0.408 0.582 -0.069 0.233 0.185 0.816 0.507 1.000 

LlH73 0.199 0.237 0.168 0.459 0.392 0.390 0.214 ft.236 -0.144 0.502 0.428 0.418 0.246 d.277 1.000 

OUT73 0.122 0.146 0.126 0.313 0.292 0,279 0.141 0.159 -0.111 0.385 0.382 0.370 0.195 0.215 -n.886 1.000 

PUB73 0.128 0.153 0.128 0.308 0.279 0,284 0.143 0.160 -0.104 0.376 ft.366 0.371 0.189 0.214 0.833 0.807 1.000 

MEAN 2.781 2.451. 8.531 1.661 2.663, 2.710 2.803 2.508 0.156 1.636 2.Q79 2.699 2.780 2.465 1.578 2.660 2.672 

&. 0.687 0.472 0.951 0.904 1.086 1.179 0.473 0.224 0.534 0.285 0,485 0.235 0.715 U.511 II.961 0.924 0.487 0.237 0.481 0.231 0.513 0.263 0.261 11.511 0.487 0.698 0.865 0.925 0.494 
0.244, 

0.262 0.512 0.273 0.523 

Fran Campbell and Hutran, 1982. 
Reprinted ulth penfssion. 

, . 

, 



, CINPTER 6 
SUMMARY AND CONCLUSIONS 

In developing the working paper on longitudinal surveys, the subcom- 
mittee found that few of the issues were simple. For each question that 
was raised there'were multiple and sometimes contradictory conclusions 
encountered in the literature, or in the experience of the subcommittee 
members. This complicated the task of'drawing conclusions about when or 
how to use longitudinal surveys; what was is clear is that anyone considering 
a longitudinal survey should remember four general points. These points 
could apply equally well either to longitudinal or to cross-sectional 

'I surveys, but certain aspects are especially important fn longitudinal surveys. 

First, research goals should be clearly stated and alternative kfnds of 
data collection,should be evaluated. 'Cross-sectional research is not auto- 
matically less 'expensive , and certain research goals cannot be attained with 
one-time surveys. The evidence seems to indicate that longitudinal surveys are 
not intrinsically more costly than one-time surveys of comparable scope. 
In many cases, one longitudinal survey will be more efficient than a series 
of one-time surveys. tbwever, cost considerations may dictate that neither a 
longitudinal survey nor a series of one-time surveys could be carried out. 
Compromises are often made on frequency of interview or sample size to permit 
some longitudinal data collection. < 

l For certain research goals, such as identifying the frequency or 
duration of change, or the causes of change (as in longitudinal 
surveys of labor force status), only a longitudinal survey will 
work. For topics that are difficult for respondents to recall, 
such as attitudes or detailed behavior (as in longitudinal surveys , 
of retirement, or health treatments, or household income), a 1 
prospective longitudinal survey is the best choice; , 

Y 

i 

l All other things being equal, a longitudinal survey achieves' a .. 
given level of precision for measures of change with a somewhat 
smaller sample than'is possible in a series of one-time surveys. 
In addition, the cost of maintaining contact with a longitudinal, 

+-sample may be no higher than the cost of seletting and contacting 
a one-time sample. 

/ 
h Timing of results plays an tmportant part in the decision to select ' 

a longitudinal survey. If early results are needed, then a 
longitudinal survey is not appropriate; If early waves of a 
longitudinal sur,vey can be analyzed quickly and provide useful ' 
information, then some of the timing problem is dissipated. If 
the research needs can only be met by a longitudinal survey and 
those waiting for results clearly understand the timing, longitudinal 
surveys are clearly superior. 

I 
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Second, once the decision has been made to conduct a longitudinal survey, 
the subcommittee recommends that a greater emphasis be placed on the early 
formulation of clear and specific analysis objectives as the next step in 
research planning. The failure to formulate detailed analysis early enough ' 
explains some of the disappointments that some organizations have experienced 
with longitudinal surveys. 

l As the simplest example, when research objectives are not clearly 
stated or understood, the longitudinal nature of the data has not 
always been fully exploited in analysis. 

l Many of the operational features of longitudinal surveys should only be 
selected after the development of clear and specific plans for analysis. 
Even such seemingly unrelated factors as the interval between 
interviews may be determined by analysis plans. For example, discrim- 
ination between some simple stochastic models is ruled out if 
data collection.intervals are constant. Other examples are given in 
Singer and SRilerman's study of longitudinal analysis (1976). 

l A clear statement of specific research goals, including analysis plans, 
reduces the likelihood that a project will require unanticipated 
funding extensions or auxiliary sponsors for completion. Comprehensive 
planning ensures that a survey will appeal to a wide constituency, and ' 
reflect the research goals of an adequate sponsorship base. 

l Fully developed research objectives make it less likely that a need 
for different--or additional--data will become apparent part way 
through the.survey. 

Third, longitudinal surveys can easily incorporate features that 
facilitate the evaluation of internal data quality, and that compare 
the effectiveness or cost of alternative methods. Repeated data collection 
makes this possible in ways that are beyond the scope of a one-time survey. 

. 
l Any longitudinal survey that varies data collection mode while 

maintaining a constant questionnaire can be a vehicle for studying 
the impact of mode of interview on response. Evaluations have 
indicated that the NLS obtained comparable results by using personal or 
telephone interviews after the first interview, for example. 

l Data from longitudinal surveys can be used to understand the 
impact of nonresponse on the representativeness of a sample. The 
characteristics of nonrespondents in a later wave can be studied 
through what is known about them from the first interview, or from 
later follow-ups in which they do respond. In the NLS, each exten- 
sion of the survey has been preceded by evaluations of the impact > 
of-attrition through comparisons with population controls developed I 
in the first wave of interviews. 
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e The effect of continued participation on response can be evaluated ., 
each time new persons are brought into the sample or interviewed 
for the first time. .Ths original HS+B survey program, for example, 

' provided for an additional sample; a group from the original 
sample to be interviewed only in the later waves, specifically to 
evaluate panel effects. 

, 
o Alternative met,hods for simulating complete response fr&n incom- 

, plete data (such as imputing from other cases, or from what was 
/ . reported in another interview 'or‘ by increasing the weight of com- 

pleted interviews) can be evaluated using a longitudinal ffle. , 
The final comparisons have to waft until all the waves of a longf- 
tudinal survey are completed, but preliminary results can be used ~ 
in earlier waves, and a varfety of p,rocedures can be compared at ' 
the end of the program in order to select the most effective method. 

o Data,from‘longitudinal questionnaires can and should be compared to 
the results from comparable questions asked of similar respondents 
in one-time surveys. 'The results of NLS labor force questions were 
constantly evaluated against cross-sectional labor force surveys. 
fh,is provides ongoing information on sampling error, and on the 
impact of questionnaire design on response. 

, 

o Data from a longitudinal survey, from related administrative records, 
and from comparable surveys of one-time samples can'be compared to estimatt 

'the impact of recall periods, or the interval between interviews, or 
the* effect of bounding interviews. The Income Survey Development 
Program demonstrated the importance 'pf just such an exhaustive testin'g 
program which accompanied planning for SIPP. 

o The costs of alternative data collection strategies should be 
recorded, along with the operational considerations and the impact 
on data quality. This information will be invaluable when the most 
efficient methods'must be chosen for other surveys. 

o The costs and effecti of alternative data processing strategies 
should be recorded to allow comparisons, such as the costs and 
benefits of matching longitudinal records through characteristics 
or through unique identification codes for sample persons and 
households. Early tests such as these led to the development of 
the case-linking strategy selected for SIPP. 

, 

These and many other comparisons are,possfble with longitudinal sur- 
veys, because so many,materials, 
the'course of the survey. 

respondents and operations vary throughout 
With minimal additional efforts toward record-keeping 

and-control, most longitudinal operations can provide important data for 
evaluating internal data quality and to guide future survey designers. 

/ 
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Fourth, there are many measurement error problems that exist with any 
kind of survey, SOIE of which are exacerbated by a longitudinal desigrl. 
So far, the research on many of these methodological problems has not been 
definitive, so choices are made based on cost and intuition. There fs a 
rich field for investigations and those seeking to do longitudinal surveys 
should strfve to include some methodological elements. Some of this kind 
of research has been carried out, as described above, but more is needed. 

o Time-in-sample bias permeates every survey that'requires repeated 
interviewing. It is not limited to one particular kind of variable 
or one mode of data collection. As a result there is a 
systematic bias in the data that shows up when data are compared by 
the number of interviews a respondent has had. No one knows which 
set of data are more.accurate, those from earlier or those from 
later inter4 ews. People make judgments based on little or no 
data, and the topic needs careful investigation. 

o Response errors have the effect of exaggerating change. ‘People do 
forget and change their minds, and different household respondents 
give different answers to the same questions. The length of time 
between interviews also influences answers. More work needs to be 
,done to separate real from spurious change. 

o Attrition is a serious problem in longitudinal surveys. Many 
longitudinal surveys are able to keep 90 to 95 percent,of their 

_. respondents on each interviewing wave, but even low nonresponse mounts 
over time. Although compensation strategies look prunising, it is 
troublesome to realize that for some variables, a quarter to 
one-half of the data are not given by respondents. ' 

o There has been little research on the best length of time to allow between 
interviews. Decisions.are based mainly on cost, yet we know that _ 

. the longer the fnterval, the less that fs reported, and the more 
that is reported in the wrong time periods. Work needs to continue 
on this aspect. 

. * It is known that the questions on a survey are not processed one by 
one by respondents. The presence of questions on other topics 
affects responses to questions on variables of interest. This 
happens whether the additional questions precede or follow the main 
questions. However, the tendency is to keep adding new topics. We 
may be causing a deterioration of,data quality by doing this. . 

Longitudinal surveys are increasingly being used as,the basis for policy .: 
decisions by the Federal government. In our review, we have become convinced 2 
that for some research goals there is no alternative to longitudinal data 
collection. However, before agencies make the decision to conduct a longitudinal 
survey, they should carefully consider the important operational, management, X 
and statistical problems associated with them. \ 
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CASE STUD‘! ,1 

SURVEY OF INCOME AND PROGRAM PARTICIPATION . 
, I. Purpose of the Survey \ 

In October 1983, the Bureau of the Census conducted the first interviews of 
the Survey of Income and Program Participation (SIPP). The SIPP is a nation- 
ally representative household survey intended to provide detailed information 
on all sources of cash and noncash income, eligibility and participation in 
various government transfer programs, disability, labor force status, assets 
and liabilities, pension'coverage, taxes, and many other items. Data fran 
the survey will provide a multiyear perspective on changes in income, and 
their relationship to participation in government programs, changes in house- 
hold composition, and so forth. In.general, the SIPP data system is designed' 
to measure elements of the federal tax and transfer system in a comprehensive . 
data base. *, 

SIPP began in response to the recognition that the principal source of infor- 
mation on the distribution of household and personal income in the United 
States--the March Income Supplement of the Current Population Survey (CPS)-- 
had limitations which could only be,rectified by making substantial changes ' 
in the survey instrunent and procedures. For example, the CPS does not 
provide monthly income, monthly household composition or detailed asset 

,infomation. These deficiencies became especially serious when the'scope of 
policy analyses was broadened during the 1960’s and early 1970's as public 
assistance programs were expanded and reorganized; Model-builders were . 
forced to make many assumptions'and impute intr,ayear data using CPS data to 
carry out their activities. In this environment, with analysts requiring 
more detailed data'and improved measures of cash and noncash income, the 
Income Survey Development Program (1SDP)'was established. 

The purpose of the ISDP, authorized in 1975, was to design and prepare for a 
major new,survey, the Survey of Income and Program Participation (SIPP). The . 
ISDP developed methods intended to overcome the three principal shortcomings 

, of the CPS for analyses of income: 1) 'the underreporting of property income 
and other irregular sources of income; 2) the underreporting and misclassifi- , 
cation of participation in major income security programs and other types of 
information that people generally find,difficult to report accurately (for 
example, monthly detail on,income earned during the year); and 3) the lack of 
information necessary to analyze program participdtion and eligibility (annual , 
income estimates were availabl'e, but eligibility for most Federal programs is 
based on a monthly <accounting period).' 

Four experimental field tests here conducted to examine different con- G -. 
cepts, procedures, questionnaires, and recall periods. Two of the tests 
were'restricted to a small number of geographic sites, the other two were 
nationwide. The largest test, conducted in 1979, was also the most complex. ' 
Although used primarily for methodological purposes; the nationally represent- 

..f * ative sample of 8,200 households was sufficiently large to provide reliable 
national estimates of many characteristics. More detailed discussions of the ' 
ISDP and its activities are provided in Yeas and Lininger (1981) and David 
(1983). 
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Because the ISDP was the predecessor'to SIPP, it is not surprising that many 
characteristics of the ISDP are reflected in the SIPP design, including many 
elements of the survey's design, content, and questionnaire format. 

II. Sponsors 

The ISDP development effort was directed by the Office of the Assistant 
. Secretary for Planning and Evaluation'in the Department of'Health and Human 

Services and was carried out jointly with the Bureau of'the Census, which 
assisted in the planning and carried out the field work, and the Social 
Security Administration (SSA), which administers the major cash income, 
security programs. In late 1981 virtually,all funding for ISDP research 
'and planning for the ongoing SIPP program was deleted from the budget of 
the Social Security Administration. The loss of funding for fiscal year , 
1981 brought all work on the new survey to a halt. 'Then fin fiscal year 
1983, money for the initiation of the new survey was allotted in the budget 
of the Bureau of the Census. 

b 

~ 
In planning the content, procedures, and products of the SIPP, the.Census 
Bureau works closely with a SIPP Interagency Advisory- Committee, established 

1 

and chaired by the Office of Management and Budget (OMB). The committee 
consists of individuals-representing the following departments and agencies: 
the Departments of Labor, Education, Defense, Commerce; Agriculture, Health and 
Human Services, Treasury, Housing and Urban Development, and Justice; Energy 
Information Administration; National Science Foundation; Council of Economic 
Advisors; Congressional Budget Office; Bureau of Labor Statistics; Bureau of 
Economic Analysis; Veterans Administration; Internal Revenue Service; and the 
Office of Management and Budget. 

III. Sample Design 

SIPP started in October 1983 as an ongoing survey program of the Bureau of 
the Census with one sample panel of approximately 21,000 households in 174 
primary sample units (PSU's) 11 selected to represent the noninstitutional 
population of the United States. The sample design is self-weighting; that 
is, each unit selected in the sample has the same probability of selection. 

f 

In February 1985 and every February thereafter, a new, slightly smaller panel 
of 15,000 households is introduced. This design allows cross-sectional 
estimates to be produced from the combined sample from both panels. The 
overlapping panel design enhances the estimates‘of change, particularly 
year-to-year change. Since portions of the sample are the same from one year 
to the next, year-to-year change estimates can be based in part on a direct 
comparison across 2 years for the same group of households. 

To facilitate field operations, the sample is divided into four approximately 
equal subsamples, called rotation groups; one rotatian group is interviewed 
in a given month. Thus, one cycle or "wave' of interviewing takes 4 consecutive * 
months. This design creates manageable interviewing and processing workloads 
each month instead of one large workload every 4 months; however, it results 
in each rotation group using a different reference period. 

_. 
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'f 

Data collection operations are managed through the,Census Bureau's 12 per- 
manent regional, offices. Interviewers assigned tothese offices conduct one 
personal visit fnterview,with each sampled household every 4 months. At the 
time of the interviewer's visit, each person 15 years old or older who is 
present is asked to provide information about himself/herself; a proxy 
respondent is asked to provide information for those who are not available. I 
The average length>of.the intervie! is about 30 minutes. Telephone interviewing 
is permitted'only to-obtain missing information or to interview persons who 
will not or cannot participate otherwise. .I 

'An important‘design feature of SIPP is that all persons in a sampled household - 
at the time of the first interview remain in the sample-even if they move to 
a new address. For cost and operational reasons; personal-visit interviews 
are only conducted' at new addresses that are in or within 100 miles of a 
SIPP primary sampling unit (persons moving'outside that limit are contacted 
by telephone if possible). After the first interview, the SIPP sample is 
a person-based sample, consisting of all individuals who were living'in the , 
sample unit at the time of the first interview--these people are'labelled 
"original sample persons". Individuals aged 15 and over who subsequently - 
share living quarters with the original sample people are also interviewed 
in order to provide the overall economic context of the original sample 
persons. Changes in household composition caused by persons who join or 
leave the household after the first interview are also recorded. These 
individuals are interviewed as long as they reside with an original sample 
person. More information about these procedures can be found in Jean and 
McArthur (1984). 

/ 
IV. Survey Design and Content 

Each person in 'the SIPP sample is-interviewed once every 4 months for'2 2/3 
years to produce sufficient data for longitudinal analyses while providing a 
relatively short recall period'for reporting monthly income. The reference 
period for the principal survey items is the 4 months preceding the interview. 
For example, in October, the reference 'period is June through September; 
when the'household is interviewed again in February, it is October through 
January. This interviewing plan will result in eight interviews per household. 

. 
/ . An important-design feature of SIPP is the assignment of an individual identi- 

fication number. Each sample person is assigned a unique fourteen-digit 
identification ,( ID) number at the time he/she enters the sample; an additional 
two-digits code is assigned if the person moves to a new address. A master 
list of'identification nlanbers is used by the regional offices to monitor the 
status of interviewing each month, after Wave 1. The regional offices keep 
track of each number on the list representing all the persons assigned for 

"; interview in ,a month; each must be accounted for with a canpleted questionnaire 
5 or a reason for noninterview.' The list is updated regularly to account for 

persons who are added or deleted from the sample. 

The ID hel,ps to link information about an individual across time; it-identifies 
tihich,household each person is a member of at any point in the panel. Through 
the ID system, data can be linked from all persons ever associated with a 
given household~throughout the 2 2[3Lyear duration of a panel. 
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The survey consists of three major components: (1) the control card, 
(2) the core data, and (3) topical data. The control card is used to obtain 
and maintain information on the'basic characteristics associated with house- 
holds and all household members and to record information for operational I 
control purposes. These data include the age, race, ethnic origin, sex, 
marital status, and educational .level of each member of the household, as 
well as information on the housing unit and the relationship of the householder 
to other members. A household respondent provides this information, which 
is updated at-each interview. The control card is also used to keep track " 

of when and why persons enter and leave the household, thereby providing 
enough information to compose monthly household and family groups. There 
is also space to record information that will improve the interviewer's k . 
ability to follow persons who move during the survey. In addition, after 
each visit, data on employment, income, and other information are transcribed 1 
from the core questionnaire to the control card so the data can be used in 
the next interview as a reference for the interviewer and thus shorten suc- 
ceeding interviews. 

A questionnaire is filled for each household member who is 15 years or older. 
The questionnaire consists of a "core" of labor force and income questions 
asked during each interview and a set of topical modules which are scheduled 
during the life of the panel. The core labor force and income questions are 
designed to measure the economic situation of persons in the United States. 
These questions expand the data currently available on the distribution of 
cash and noncash income and are repeated at each interviewing wave. SIPP 
core data build an income profile of each .peG aged 15 and over in a sample . 
household. ,The profile is developed by determining the labor force partici- 
pation status of each person in the sample and asking specific questions 
about-the types of income received, 'including transfer payments and noncash 
benefits from various programs for each month of the reference period. A 
few questions on private health ins=ce coverage are also included in the 
core. 

Persons employed at anytime during the 4-month reference period are asked 
to report on jobs held or businesses owned, 'number of hours and weeks worked, 
hourly rate of pay, amount of earnings received, and weeks without a-job or 
business. In addition to questions about labor force activity and the~earn- 
ings from a job, self-employment, or farm, the core includes questions related 
to nearly 50 other types of income as well as the ownership of assets which 
produce income. 

The SIPP has been designed to provide a broader context for,analysis by 
adding series of questions on a variety of topics not covered in the core 
section. These questions are labelled "topical modules" and are assigned to 
particular interviewing waves of the survey. If more than one observation 
'is needed, a topical module may be repeated in a later wave. 

The survey design allows for the inclusion of these special modules because 
less time is required in later waves to update the core information'collected in 
the first interview. The subjects covered do not require repeated measurement + 

'at each interview and, therefore, may use a reference period longer than the 
period used for the core infonnation. Examples of topical modules include 
health and disability, work history , assets and liabilities, pension plan 

* 
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coverage, tax-related information, marital 'history, fertility, migration, 
household relationships, child care arrangements, and pension plan coverage. 
For more information about the SIPP design,refer to Nelson, McMillen, and 
Kasprzyk (1984). , , 

'v. Survey Response Rates 
\ 

7 The first SIPP interviews were conducted in October 1983. At this time, 
cumulative household noninterview rates are available for the first six ' 
waves of SIPP, that is, through August 1985. Sample,loss through the sixth 

2. wave has been 19 percent,-of which 15 percent was due to refusals and other 
situations in which the interviewer was unable to make contact with the 

1 household, and 4 percent was due to movers that the interviewer was not able 
to contact again. 

Survey nonresponse rates for,persons are discussed in McArthur and Short 
(1985). In this work they characterize the population that is leaving the 
sample; comparing these persons' characteristics to those of persons con- 
tinuing to be,interviewed in the survey. At the end of the third wave of 

, interviewing, combining all reasons'for noninterview--including refusals, I 
institutionalization, move's to unknown addresses, persons who were temporarily 
absent, and so on--lo'.5 percent of all persons ,who were interviewed during the 
first wave had 1,eft the sample. There is some indication that those 
noninterviewed persons are different from persons who continue to be i,nter- - 
viewed. Noninterviews are more likely to be renters rather than homeowners, 
to live in large urban areas, and to have reported their marital status to be 
single or separated. / 

Coder and Feldman (1988) found that imputation for a selected group of 
items was quite small. In this analysis item nonresponse rates on labor 
force, income recipiency, and income,amounts are examined. They 'also discussed 
the impact of self or proxy respondents on nonresponse rates. Lamas and 
McNeil (1984) discussed the quality of data measuring household wealth in the 
survey. The'nonresponse rate was low for all asset types (1.4 percent) for all 
persons asked about asset ownership. 
by type of.asset --lowest 

'They found that nonreponse rates varied 
for rental property and highest for certificates of 

deposit--and by age and education levels of the respondents--higher nonresponse 
_ for older persons and higher nonresponse with greater educational attainment. 

McMillen,and Kasprzyk (1985) used counts of imputations made for each person 
as the measure of item response rates.: The maximum number of imputations s 
that could have been made for an individual was 83. They found that in the 

i first two waves of interviews, 86 percent of the persons had'no imputation 
at all. In Waves 1 and 2, respectively, 87 percent and 92 percent of the 

_ cases with sane imputation had no more than 3 items imputed. More work 

ti planned to study nonresponse is discussed in the research section. 
. 

VI. Survey Evaluation Work 

-? 
SIPP evaluation%work.is in an early stage; the Census Bureau and other users 
of the SIPP data are developing appropriate methods of evaluation. For 
example, research is being carried on for three types of nonresponse--unit 
nonresponse defined as nonresponse to'all waves of the survey, wave nonresponse 
defined as nonresponse.to a particular wave interview, and item-response 
defined as nonresponse to a particularitem--and their pattx of 'occurrence. 
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Another area of useful evaluation work combines survey data with administra- 
tive record data. The SIPP was developed as an integrated data system in 
order to use combined-information sources to validate and supplement inform- 

An internal Census Bureau committee is assess- ation collected in the survey. 
ing the potential uses of ahinistrative data linkages and identifying content 
and availability of administrative record systems for use in demonstration 
studies. One record linkage project which is currently under development 
will match SIPP survey data for individuals to their administrative records 
at the state level. Various federal record systems which may also be brought 
into this project are also being investigated. At this time both the number 
of states'and the number of records systems involved is limited. 

A discussion of the quality of the income data collected as of each wave of 
the SIPP is contained in an appendix to each SIPP quarterly report (U.S. 

' Bureau of the Census). The appendix supplies information on the nonresponse 
rates for selected income questions, the average amounts of income reported 
in the survey or assigned in the imputation of missing responses, and the 
extent to which the survey figures underestimate numbers of income recipients 
and amounts of income received. For example, in the report for the third 
quarter of 1983 (P70, No.1) nonresponse rates range from a low of about 3 . 
percent for Aid to Families with Dependent Children (AFDC) and food stamp 

_ allotments, to about 13 percent for self-employment income. The report 
states that survey underestimates of income recipients,ranged from about 21 
percent for AFDC to about 1 percent for Social Security recipients, and the 
survey estimate of persons-receiving state unemployment compensation payments 
was about 103 percent of the independent estimate. The underreporting for 
AFDC is-related to misclassification of this income type as other types 
of public assistance or welfare. 

Evaluation of the ISDP is relevant to work in the SIPP. For example, because 
of its design, SIPP has a potential for missing and inconsistent data problems 
from wave to wave. One area of current research is the phenomenon of significant 
income changes and program turnover occurring between waves more often than 
within waves. Some analysis of this phenomenon using data from the 1979 ISDP 
Panel is presented in Moore and Kasprzyk (1984). Continuing this area of 
research using data from SIPP, Burkhead and Coder (1985) looked at gross 
changes in income recipiency from month to month over a period of one year, 
the first three waves of SIPP. Their examination indicated that change in 
recipiency statuses was significantly higher for the months that spanned 
successive interviewing reference-periods, that is between the last reference 
month for one interview and the first from the next interview. 'Vaughan, 
Whiteman,'and Lininger (1984) also discussed the quality of income and program 
data in the ISDP. They discuss numbers of income recipients and program parti- 
cipants, and amounts of income and benefits in comparison to independent 
sources and the CPS. Other relevant studies are: Ferber and Frankel (1981), 
studying the reliability of the net worth data in the 1979 panel of the ISDP; 
Feldman, Nelson and Coder (1980) ,‘evaluating the quality of wage and salary 
income reporting in the 1978 ISDP; and U.S. Bureau of the Census (1982). 

VII. Survey Data Products and Research Activities 

A number of publications and public-use data files are being generated from 
the information collected.in SIPP. Both publications and data files are 



identified by whether they are cross-sectional or longitudinal. ,Two.types 
of cross-sectional, reports are planned by the Census Bureau: 1') a set of 
quarterly reports that focus on core information; and 2) periodic or one- 
time reports that use the detailed data from the topical modules. 

, 

The quarterly-cross-sectional reports show average monthly labor force 
activities, income, and program participation statistics. The first 
quarterly report was issued in fall'1984 (U.S. Bureau of the Census, 1984) ’ 
and contains data referring to the Third Ouarter of 1983. The report covering 
the Fourth Quarter of 1984 was released in November 1985. The periodic and 
single-time reporti will use the detailed data from the topical modules (for 
example, disability and earnings, health insurance coverage and household net' 
worth). These reports may also use a combination of the core and topical ' 
module data. 

Plans for longitudinal data reports are under discussion, but they are 
expected to concentrate on data that can be used.to examine trends and 
changes over time. This may include analyses of the dynamic aspects'of the 
labor force or the effect of changes in household composition on economic 
status and program participation. Examples of reports under consideration 
in this series are: econanic profile reports, presenting yearly aggregates 
of monthly data on individuals;.cpmparative profile reports, presenting 
annual comparisons of the economic activity of individuals; transition 
reports, providing changes in income and program participation status between 
two points in time; longitudinal family and unrelated individual reports, 
presenting the characteristics of longitudinal family units defined in SIPP ', 
(see McMillen and Herriot (1984) for more information on this topic); and 
special event reports, providing data preceding and/or following a particular 
event, such as marriage, divorce, separation, the birth of\ a child, a return 
to school, a moveto a new address, or a job change. 

. 
SIPP cross-sectional data files are issued on a wave-by-wave basis. 2/ Each 
file includes person, family, and* household information collected in the 
survey wave. Virtually, all data obtained on the core questionnaire are 
included on the files; certain summary income recodes are also included. 
Data that might disclose the identity of a person are excluded or recoded in 
accordance with standard Census Bureau confidentiality restrictions. Wave 
files are edited, imputed, and wei,ghted in a manner consistent with'their use 
for cross-sectional analysis., A unique identification number is included to 
allow users to'merge two or more SIPP'files. However, since the processing 
of wave files'is independent, wave-to-wave data inconsistencies will occur 
and the user must be prepared to resolve them. 

Data files ,containing topical module information will be released together 
with the core data that were collected at the same time. Identifiers will be 
included on the file to allow linkage to other topical module files. 

,. \ 

c 
Plans for producing public-use files designed for longitudinal analysis are 
now under discussion. The first longitudinal file for SIPP will be a research 
file containing twelve months of core income 'data; this is essentially the 
first three SIPP interviews. 
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A SIPP working paper series has been established as a mechanism to provide 
timely and widespread access to information developed as part of the SIPP. 
Papers in the series will cover a broad range of topics including: procedural 
information on the colMlection and processing of data; survey methodology 
research; and preliminary substantive results, such as,the measurement of 
household composition change over time.- 

The 1984 and 1985 meetings of the American Statistical Association were used 
to bring the research community up-to-date on a variety of SIPP-related 
research issues. A wide range of topics, both methodological and substantive, 
were covered in sessions organized under the auspices of the Social 
Statistics and Survey Research Methods Sections. Papers presented in I984 
have been compiled by Kasprzyk and Frankel (1985) and the 1985 papers have 
been compiled by Frankel (1985). , 

A number of other research projects are underway at the Census Bureau and 
at independent research centers such as the Survey Research Center/University 
of Michigan. These projects are vital to the understanding, use, and future 
development of the SIPP. This work includes studies of longitudinal imputation 
and weighting strategies; characteristics of persons who become nonrespondents; 
composite estimation; potential for use of data base management systems; 
linkage of administrative records and economic data from other census files 
to SIPP results, see Sater (1985). The American Statistical Association 
(ASA)-National Science Foundation (NSF)-Census research fellow program has 
been expanded to identify explicitly SIPP-related research activities. 

l/ A primary sampling unit consists of a county or a group'of, contiguous 
counties. 
2/ For infomation about the SIPP public use files please call the Data 
Users Services Division at (301) 763-4100 and ask for the "Data Developments" 
for SIPP.' 
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CONSUMER PRICE INDEX . I . 
1 . 

Purpose ’ 
\ 

I. 1 

The Consumer Price IndFx, (CPI) iS a measure of price change for a fixed 
quantity and quality of goods and services purchased by consumers. The CPI is 

-t ( used most widely as an index of price change. During periods of -price 
increases, it is an index of inflation and services as an indicator to measure 
the effectiveness of government economic policy. 

‘The CPI is used also as a deflator of other ecunomic series, that is, tc 
adjust other series for price changes and tc translate these series into ' 
inflation-free dollars. These series include retail sales, hourly and weekly 
earnings, and some personal consumption expenditures used tc calculate the 
gross national product (GNP) - all important indicators of economic perform- 
ance. ' 

A third major use of the CPI is to adjust income payments. More than 8.5 
million workers-.are covered by 'collective bargaining contracts which,provide j 
for .increases in wage rates based on increases in the CPI. In addition to 
workers whose wages or pensions are adjusted according to changes in the CPI, 
the index now affects the income of more than SO million persons, largely as a 
result of statutory action: Almost 31 million social security beneficiaries, 
about 24 million retired military and Federal Civil Service employees and sur- 
vivors, and about 20 million food stamp recipients. Changes in the CPI also 
affect the 25 million children who eat lunch at school. Under the National 
School Lunch Act and the Child Nutrition Act, national average payments far 
thos$ lunches 'and breakfasts are adjusted semi-annually by the Secretary of 
Agriculture on the basis of the change in the CPI seriks, “Food away from 
home". 

: I 

Also, the official poverty threshold estimate, which is the basis of 
eligibility for ,many health and welfare programs of Federal, state and local 
governments, is updated perbdically to keep in step with the CPI. Under the 
Comprehensive EfDployment and Training Act of 1973, the "lw income" criterion 
for distribution of revenue-sharing funds, is kept current through adjustments 
based on the index. , * 

In addition, the Economic Recovery Tax ‘Act of 1981 provides for adjust- 
ments to the income tax structure based on the change in the CPI in order to 
prevent inflation-induced tax rate increases. These adjustments, designed to . 
offset the phenomenon called "bracket creep", are b be calculated initially 
in 1984 and reflected in the 1985 tax schedules. 

II. Sponsors 

The CPI is collected, analyzed and published monthly by the Bureau of 
Labor Statistics. The Census Bureau under contract to BL8 collects two sur- 
vws, the expenditure survey and the Point of Purchase survey which are used 
to cdnstruct sampling frames for selecting the item and outlet 'sample for the 
CPI. 
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1II:Sample Design - General 

The most recent major revision of the CPI was completed in '1978. This revi- 
sion -introduced probability sampling procedures at all levels of sampling 
including within outlet selection of items. It incorporated new expenditure 
weights from the 1972-73 Consumer Expenditure Survey, new retail outlet sam- 
ples from the 1974 Point of Purchases Survey, and population data from the 
1970 census. It also introduced a second index, the more broadly based CPI 
for All Urban Consumers (CPI-U), which took into account the buying patterns 
of professional and salaried workers, part-time workers, the self-em@oyed, 
the unemployed, and retired people, in addition to wage earners and clerical 
workers. The two indexes differ chiefly in the weighting used. 

In January 1983, the BLS changed the way in which homeownership costs are 
measured. A rental equivalence method -replaced the asset price approach to . 
homeownership costs for the CPI-U. In January 1985 the same change will be 
made in the more narrowly defined index constructed for the Wage earners and 
clerical workers (CPI-W). The central purpose of the change was to separate 
shelter costs and the investment component of homeownership so that the index 
would reflect only the cost of shelter services provided by owner-occupied 
homes. 

Saveral key concepts indicate the nature of the Consumer Price Index and 
guide the way in which it is calculated. 

1. Prices and Living Costs. The CPI is based 'on the prices of flood, 
clothing, shelter and fuels, transportation fares, medical services, and the 
other goods and services that people buy for day-to-day living: It is con- 
structed in accord with statistical methods that make it representbtive of the 
prices of all goods and services purchased by consumers in urban areas of the 
United States. Price change is measured by repricing essentially the same 
market basket of goods and services on monthly or bimonthly time intervals and 
comparing aggregate costs with the costs of the same market basket in a 
selected base period. The longitudinal aspect of the survey is the month to 
month linkage of the sample of item/outlet specifications (quotes) and their 
price, size and quantity for the given quote. . 

2. Weights and relative importance. The weight of an item in the index 
is derived from a survey of consumers which provides data about, the dollar 
amount spent for consumer items during the survey year. In a fixed weight 
index, such as the CPI, the implicit quantity of any item used in calculating 
the index remains the same from month to month (for example, the number of 
gallons of gasoline). This should not be taken to mean that the relative 
importance. of gasoline in the average consumer's budget remains the same. 
Relative importances change over time b&cause they reflect the effect of pt'ice 
change on expenditures. Items whos,e prices rise faster than the average 
become relatively more'important. ' \ 

3. Sampling. Since it is impossible to obtain prices for all expendi- 
tures by all consumers, the CPI is constructed from a set of samples not all 
of which are longitudinal in nature: 

a. A sample of areas selected from all U.S. urban 'areas. 
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b. A sample of families within each sample area for expenditures of j 
consumers, this sample 'need not be longitudinal, but linkage of 
records from a series of interviews was used. 

c. A sample of 'outlets from, which these families purchase goods and 
services. 'A household survey which is used to identify and con- 
struct the sampling frame of outlets is not longitudinal, however, 
the aample of outlets selected from this frame is longitudinal., 

d. A sample of items for the goods and services purchased by, these 
. families. This is the primary longitudinal component of the CPI. 

It is from these samples that weights are developed and data are-obtained for 
the monthly calculation of the index. Specifics ,for each sample or sampling 
stage are described as follows: 

A. CPI Area Design 'I 

Pricing for the CPI is conducted,in 87 sample geographic areas. Eighty 
five strata were defined by combining similar PSU's according to the following 
1970 Census characteristics: 

1. region, population size, SMSA versus non-SMSA 
2. percent population increase from 1960 to 1970 ' 
3. major industry 
4. peccent nonwhite 
>* precent urban 

This area design resulted in 29 strata with one pricing area ‘per stratum and 
, 58 non-selfrepresenting strata. Twelve publication areas consisting of three 

city-sizes (non-selfrepresenting SMsA’s of over 388,060 population, SMSA's ' 
/ less than 388,000 population,' and non-SMSA urban .areas) crossed by four Census 

regions were defined along with the 29 local areas to provide estimated, 
indexes for all urban areas of the country. Each of the twelve region, city- 
size publication areas contained .four, six or eight strata. In addition 
special'supplementation was made to support publication for Denver. 1 

8. Expenditure Survey Samplk,Design 

F 

e 

In.1972073 two household surveys, a Diary and an Interview Survey were 
conducted by the Census Bureau for BLS to collect expenditure information ‘for 
consumer units. The sampling unit for -these surveys was a housing unit. The 
reporting unit was a consumer unit which was defined to be (1) i! group of two 
or more persons, usually living together, who pool their income and draw from 
a common fund for ,their major items of expense, or (2) a person living alone 
or .sharing a household with others, or living as a rooiner in a private home, 
lodging house, or hotel, but 'whd is financially independent--that is, income 
and expenditures not pooled with other residents. Never married children 
living with parents always were considered members of the consumer unit., The 
eligible population included the civilian noninstitutional population of the 
United States as well as that portion- of doctors' and nurses' quarters of 
general hospitals. Armed forces personnel liviug outside military installa- 
tions were included in the coverage while -armed forces personnel living on 
post were excluded. Also excluded from'eligibility were persons living in 
college dormitories, fraternity or sorority houses, prisons, monasteries, 
aboard ships,,or in other quarters containing five or. more unrelated persons. 
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The first .component was a Diary Survey completed by respondents foi two 
consecutive one week periods. The objective of the Diary Survey was to obtain . 
expenditure data on small frequently purchased items which are normally diffi- 
cult to recall; These items include expenditures for food and beverages, 
natural gas and electricity, gasoline, housekeeping supplies, non-prescription 
drugs, .medical supplies, and personal care products and services. Consumer 
units were asked to list all expenses during the survey period. Data on , 
income and family characteristics also were collected. The sample of housing 
units was balanced across areas and time of year. The records of the two 
consecutive one week periods for each consumer unit were linked to create two 
week levels of expenditure. 

b 

The second component of the CE, called the Interview Survey, was a panel II 
survey, in which each consumer unit in the sample was interviewed every three 
months over a fifteen month period. This survey was designed to collect 
information on major items of expense as well as on income and family charac- 
teristics. Items reported on the interview survey included expenditures for \ I 
the following: housing, household equipment, house furnishings, vehicles, 1 
subscriptions,. insurance, educational expenses, clothing, repair and mainte- 
nance of property, utilities, fuels, vehicle operating expenses and expenses 
for out of town trips. The final interview in the fifth quarter provided the 
regularly recorded expenses plus information on homeownership costs, work 
experience, changes in assets and liabilities, estimates of consumer unit 
income and other selected financial information. The quarter records for each 
consumer unit were linked to form annual records for each consumer unit. Only 
consumer units responding in at least the fifth interview were used to form 
these "linked" records of annual expenditures for estimation. 

The.samples of cons&et units for the CE were selected as follows. For 
both the diary and interview survey the nation was stratified into 216 geogra- 
phic strata using stratification variables defined for the Current Population 
Survey of the Census Bureau. Thirty of t@ese areas were designated as self- 
representing. Half of the housing units in each self-representing area were . 
covered in the first survey year and half in the second survey year. The 186 
equal sized non-self- representing areas were divided into two 93-area groups. 
One sample area from each of the 93 groups was'in sample in each of the two 
survey years. Each sampling area was randomly selected proportional to popu- 
lation from each of the 186 strata. 

1. Interview Survey 

The universe for sample selection, was the i970 Census 20% sample data 
file. A sample of 12,613 housing units was designated for 'the 1972 Interview 
Survey component, and 13,014 housing units for the 1973 Interview Survey. For 
the first year 11.1 percent were vacant, nonexistent or ineligible and the 
refusal rate was 10.3 percent of the designated sample. Interviews were com- 
pleted in 9914 units. For the second year 12.9 percent was vacant, nonexis- 
tent and ineligible with a refusal rate of ~9 percent. Interviews were corn- 
pleted in 10158 units. . 

At the time of selection, housing units for the Interview Survey within a 
PSU were distributed by month within the quarter to allow for data collection 
throughout each quarter. Each sample unit was visited once qach quarter, at ' 
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approximately the same time,in the quarter, and each consumer unit within the 
household was interviewed. Data from previous quarters were available for the 
interviewer to use in bounding expenditure reporting. Bounding is an 
interviewing technique which unduplicates' expenditures reported in the pre- 
vious interview from the current interview. The type of expenditures reported 
during each interview varied since the recall'periods varied from three months 
to one year. Housing, major equipment, automobiles, subscriptions and insur- 
ance were annual recall items. A semi-annbal recall period was used for minor 
equipment, house furdishings, renting and leasing ,of vehicles, and education. 
The following sections were covered each quarter: repair, alterations, and 
maintenance of owned property: utilities, fuel, and household help; clothing 
and household textiles; equipment repairs: vehicle operating expenses; and 
out-of-town trips. Interviewing was conducted with any person available, in 
the consumer unit: no attempt was made'to interview,all persons in the consu- 
mer uniti that is proxy ‘responses within a consumer u&t were used. Proxy 
responses for persons away at school was,the source for some of the college 
members of a consumer unit. 

2. Diary Survey 
. 

. 
Again the universe for sample selection was the 1970 Census 20% sample 

data file. A sample of housing units was selected from this Census ,file for 
each year of the diary survey. Approximately 14,590 housing units-were,desig- . 
nated and 12-,661 eligible for* the 1972 .D$ary component, and about 15,210 
designated and 12,999 eligible for the '1973 Diary component. These numbers 
included an augmented sample of households which were to be visited during the 
four Geek period preceding 'the end of the year holidays. Each housing unit 
was visited twice, on& at the end of each week of the two week survey period. 
For the first year the eligible response rate was 80.1% and 89.9% for the 
second year. 

Iv. CPI Survey Design and Content 

/ The primary longitudinal samples for the CPI is the sample of item/outlet 
specifications ,,and their respective prices, which are obtained every month. 
BL8 collects prices for the Food, Commodities and Services, Rent, and Property, 
Tax components of the CPI. 
in all 87 areas. 

These prices are collected monthly or bi-monthly 

own sample design. 
Each one of these..components has a separate survey with its 

Data used for the Mortgage Interest and House Prices 
components of the CPS are not collected by'the Bureau biat are obtained from 
outside sourcessuch as FHA and FBLBB. 

.The Point of Purchase Survey (POPS) is the source 'of the outlet sampling 
frames for about 60%, of the CPI items by expenditure weight. . The items not 
covered by the POPS are grouped together under the 'heading non-POPS and 
include rent, property tax, mortgage interest, house prices, utilities, trans- . 
portation, insurance, and several miscellaneous categories. These sample 
designs are not described here except rent. 

1. Point of Purchase Household Survey - Frame Source 

In the spring-summer of 1974 a household survey, the Point of Purchase 
Survey, was conducted by. the Census Bureau for BLS to provide the sampling ' 
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frame of outlets for food and most cqmmbdities and services to be priced *in 
the CPI and to provide demographic data 'for classification of the households 
reporting an expenditure for an outlet. The survey was conducted in the 85 
PSU's -defined for the CPI. The commodities and services for which sampling 
frames were developed in each PSU included food, apparel, drugs, personnel 
care items, household furnishings and housekeeping supplies, beverages, most 
medical services, sports equipment, gasoline and automobiles, and automotive 
parts and services. Expenditures, name, and location of the place of purchase 
were collected for approximately 100 relatively broad categories of expendi- 
tures with reference periods of one week to two years depending on the 
expected frequency of reporting. To control the expected number of responses h 

received from a household and minimize respondent burden two groups of categb 
'ries were defined; one set given to l/4 of the sample households and the \ 
second set given to 3/4 of, the sample households. The combination of sample 1 
size of the households asked a category and the reference period for a given 
POPS category was designed to generate approximately 6 to 12 not necessarily 
unique outlets reported for a given PSU/POPS category. 

For POPS the national sample size was 23,'OOO designated housing units. 
Since separate frames of outlets were required for individual CPI pricing 
areas (PSU's), the sample is not self-weighting across PSU's, but within a 
PSU, the households are selected with a uniform probability. 

2. CPI Outlet Sampling Proceduies 

When a sample,ELI was selected a specific POPS category was identified 
for outlet selection. In self-representing areas, sample households~ were 
divided into two independent groups by the first stage order of selection. 
This defined two frames of outlets for outlet selection to support variance 
estimation. The following approach was used for outlet selection for frames 
developed from the POPS and CPOPS,Survey.‘ 

A systematic selection of outlets reported for a given POPS category for 

the W population was made where the measure of size for each outlet was 
proportional to the average daily expenditure ‘reported for the outlet by all 
consumer units in the W population. Before January 1982, the outlets for the 
U population were then selected using a conditional probability technique to 
maximize the overlap between outlets. The sample outlets for the U population 
were then selected by a repeat of the systematic selection using the new mea- 

~ sures of size. After January 1982 the collection of prices for the W popula- 
tion was discontinued. The sample outlets are now selected systematically 
with probability proportional to average daily expenditure of the U popula- 
tion. 

All outlets reported by CPOPS sample families in any sample area are ' 
eligible for pricing. However, BLS ~restricts pricing of outlets to be .within 
a 25 mile radius of a given sample PSU unless 10 or more designated items are 
identified in some clustered area beyond the mileage limitation. If this is _ : 

. the case, there is no mileage limitation and all items in the clustered area 
are priced. / 

The non-POPS categories were excluded from the POPS either because 
existing sampling frames were adequate, or it was felt the POPS would not 
yield an adequate sampling frame. 



\ 
Each non-POPS commodities -and se&ices item has its own sample design. 

For each item, the frame consisted of all outlets providing the commodity or 
seryice in each sample area. A measure of size was associated with each out- 
let on the sampling frame. Ideally, this measure of size was the amount of 
revenue generated by the outlet by providing the item to the CPI U population 
in the sample area. Whenever revenue was not available, an alternate measure 
of size, such as, employment, number of customers, or quantity of sales was 
substituted. Since no measures of size could be determined strictly for the'W 
population, a single sample of ,outlets and quotes was selected for estimating 
the index for each population. All samples were selected using the systematic 
sampling technique with probability proportional to the measure of size avail- 
able. 

a. CPI Sample Items I , 

The basic CPI item StrktUre fS an follows: The seven, major groups 
(food, housing, apparel, transportation, medical care, entertainment and 
personal care) are broken into 68 expenditure classes (EC's) (such as auto 
repair). Within each EC, expenditures are grouped into one or more item 
strata (such as body work, power 'plant repair, component repair, and mainte- 
nance and service). There are a total of 265 item strata. Within each item 
strata, one or more substrata, called Entry Level Items (ELI's) are defined. 
There are a' total of 382 ELI's. ELI's are the ultimate sampling units for 
items hs selected in the BLS Central'Office. They are used in the field by 
the data collectors as their initial level of item definition within an out- 
let.- An ELI is assigned to one and only one POPS<or Non-POPS outlet category. 

Four regional market basket universes were tabulated into the item strata 
structure from the Diary and Interview surveys to -reflect regional difker- 
ences. ),Within each of the four regions (Northeast, North Central, South, and 
West) eight independent samples of ELI's were selected for each item stratum. 
Thus, ,eight samples of ELI's were selected for each region and kor each popu- 
lation- thirty-two sample selections nationally for each population. Each CPI 
PSU was assigned one or two of the eight item samples from the corresponding 
region for pricing. Self-representing published areas were assigned two 
independent item samples and each non- self-representing area was assigned one 
item sample. These independent item samples were designed to accommodate 
variance estimation for the CPI. A ,given item sample for all item strata 
assigned. to a given PSU is called a half-sample. The sample of ELI's j and 
'appropriate POPS categories are merged to create specific outlet/item samples. 

b. Within Outlet Selection for Specific Items 

For each ELI, whether in a POPS or Non-POPS category, the' selection of a 
specific store item by a data collector is performed using multi-stage pcoba- 
bility selection ,techniques with measures of size proportional to percentages 
of dollar sales usually provided by the respondent for the outlet. 

To hrform this operation,, the data collector is provided with a check- 
list that includes all the descriptive characteristics which are believed to 
,identify the items of the ELI and determine or explain price differences for 
all items defined 'within the ELI. In addition, the data collector is given 
the definition of the ELI, suggested stages of groupings of items to aid in 
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quickly selecting a specific store item and a series of worksheets on which to 
define the categories of items, post the probabilities and identify the next 
category within which to select the specific store item by use of the random 
number table on the worksheet. 

In developing this procedure, it was necessary to provide the data 
collector with several alternative methods for defining the ,categories and 4 , 
obtaining the percentage of dollar sales or approximations to those sales. 
The procedures developed to obtain the proportion of sales were: 

a. Obtaining the proportions directly from a respondent. ' 
b. Ranking the categories by importance of sales and then obtaining the 
proportions directly or using preassigned proportions. 
C. Using shelf space to estimate the proportions where applicable. 
d. Using equal probability if all else fails. 

h. 

. 

To define the categories, direct responses from the r&p@dent as to what 
he sells or an inventory technique was used. 

The procedures make possible an objective probability sampling of items 
throughout the CPI. They also allow broad definitions of RLIss"so that the 
same tight specification need not be priced everywhere. The wide variety 'of 
specific items greatly reduces the within item component of variance, reduces 
the correlation of price movement between areas, and allows a substantial 
reduction in the number of quotes required to obtain the same .precision as the 
pre-1978 index. A second important benefit from the broader ELI's, along with 
the POPS categories, is a significantly higher probability of finding a pricer 
able item within the definition of the 'ELI within the sample outlet. Proce- ' 
dure a) was used approximately 60% of the time, procedure b) was used about 
30%‘of the time, procedure c) about 7% and procedure d) the remainder. 

Once the sample of items in the sample PSU's are identified, -the price 
for the specification which define the items within the sample outlets are 
priced on a monthly or bimonthly basis. This continues for a minimum of a 5 
year period and is the basis for measuring .price change for the CPI. This 
time series for each individual specification is, the longitudinal element ,of 
the CPI. 

‘C. Sample Maintenance 

Since 1977, the Bureau has sponsored a Continuing Point of Purchase 
Survey (CPOPS) also conducted by the Census Bureau. This survey is aimed at 
producing current data on outlets. The CPOPS has been expanded from the 
original 100 categories of expenditures included in the POPS to 134 categories 
of which 102 categories are asked from each of two equal size panels. This ~ 4 
survey is conducted each year in one fifth of the 87 PSU's on a rotating 
basis. From the results of this household survey , new samples of outlets and 
item specifications are rotated into the CPI data collection to replace the 
old sample of outlets and items priced for the CPI in a given area. ,” 

d. Response Rates 

A sample of 24,278 outlets were designated fro6 the or+iginal POPS survey 
for CPI pricing. The out-of-scope response rate was 12.6 percent. There were 
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' '1,649 with non-responses resulting from no contact,. refusals, or temporary 
absences. This non-response,rate for designated sample units 'was 6.8 percent. 
Thus the response rate was 93%. Each year one-fi,fth of the sample areas have 
all of the outlets reselected for repricing. Approximately 7300 outlets are 
selected of which 11.8% are'out of scope and the response rate has been. 95% 
from those outlets which have sample items available to price. An annual 
attrition rate for outlets has beeri 3.3%. In addition for the outlets which 
remain 'in sample, the average annual item substitution rate for items within 
outlets has been 6.2%. Substitution occurs because an item selected for 
sample .is modified or no longer available and the field representative obtains 
a description and price for an item most similar to the original item selected 
from the outlet. 

V. Rent Survey : 
. 

A. Sample selection 
/ 

The current CPI rent index is based on a sample of approximately 23,000 
rental units, allocated among the 87 PSU's. The units were *selected frm iwo 
universes, a stratified multistage,- systematic, self-weighting area sample of 
housing units built bfrfore 1970 and a continuously updated sample of newly 
constructed units. The Bureau of the Census provides the sample of new 
construction units from building~permits. Approximately 2,000 units have been 
obtained from% this source as of 1982. 

-Using an area' segment sampling approach, 19,000 rental units were 
selected from 6,422 area segments., There has been an attrition of about 2,600 ' 
units due to conversions to owner housing. This sample has been augmented 
with approximately 1,500 new segmknts and 4,000 rental units to minimally sup 
port the rental equivalency concept of homeownership. This augmentation ' 
followed a process similar to the original area segment,sampling apprpach. 

B. D&XI Collection 

In order to collect' the monthly infor,mation necessary to calculate the 
rent index, the sample 'is divided into six panels of 'approximately 3,800 units 
each. The units in each panel are visited twice a year on a six month cycle. ' 
'The information collected includes the rents paid for the current month and 
the previous monih, information on extra charges and reductions, a description 
of the unit, and the facilities included in the rent. The latter,questions 
are used to make quality adjustments to the calculated rents in order to 
assure that the rent change measured is for a set of units of a consistent 
quality. Data collection is by personal visit or telephone to tenants or'pro- 
perty managers. . . 

For the CPI Rent sample the response rate for occupied in scope units is 
88 percent. 

VI. Scope and Cplculation 

A. Index and Non-Rent Estimation 

Prices used in calculating the index 'are collected in 87 urban areas 
'across the country fkm about 24,000 retail establishments. I j t13 



Prices of food, fuels, and ,a few other items are obtained every month in 
- all 87 locations. Prices of most other commodities and services are collected 

every month in the five largest urban areas and ,every other month in other 
areas. Prices of most goods and services ,are obtained by personal visits. 
Some repricing for- selected easily identified coxmnodi-ties are obtained by 
telephone and a mail questionnaire is used to obtain electricity rates. 

In calculating the index, price changes for the various item strata in 
each market basket are averaged together with urban area weights which repre- 
sent their imp&tance in the spending of the appropriate population group. 
Local data are then combined to obtain a U.S. average. 'Separate indexes are 
also compiled by size of city, by region of the country, for cross-classifica- 
tions of regions and population-size classes, pnd for 29 local areas. The 
estimation for monthly item strata level price relatives 
of two long term relatives ,for time t and t-l. 

(Rt t-l) is the ratio I 

R 

%,t-1 = 
-tvo . 
%-1,o _I 

Each longterm relative is calculated as a weighted sum of individual items 
price relatives 

m -wi Pti 
Rt,O = C - - 

icl M 'Oi 

where 
R ' t o' is the long term estimate of price change for a set of items repre- 

I senting the item strata 
1 

P ti is the price at time t for item i 

'Oi is the price at time 0, the base pe?iod, for item i 

W i is an estimate of expenditures for the ELI contained in the item 
strata for which the items are a sample 

, 
M is the number of eligible sample prices,in the ELI ' 

The index each month is a weighted average of the price relatives divided by a 
base expenditure (C ). 
expendi t&e for I! 

The weights (C 
item stratum whicht- 

.) of the index are estimates of 
eat Ul ect buying patterns of a given 

reference period and all price change up to the previous month: 
‘m 

It,0 = is1 
C t-1,i Rt,t-l,i 

--a - s-s . 
cO 

. c 

B. Rent Estimation 1 

'Estimates of the monthly rent price relatives for each market basket are 
calculated using special cost weights and l- and 6-month estimates of rates of 
change. 
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Let S be the set of units' interviewed in time t in a market basket'which 
has rent &ues for time t and t-l, and S 'be the-set of units interviewed in 
time t in a market basket which has rent! values for times t and t-6. The 
rents for the ith unit in a market basket for the given time:period are repre- 
sented by riT, where T-t, t-l, or t-6. The lo- and ,6-months rates of change, 

'Rt,t-l and Rt t-6, are‘calculated by: t 

Rt, t-1 P 

c 
ieS1 ’ ‘it wi . 

G 
iEs, rit-l Wi 

.I. 

and 
t %,t-6 

c 

?6 
‘it 'i 

c 
icS6 rit-6 Wi 

where Wi reflects the probability of selection adjusted for nonresponse; 

Using Rt tl 'and Rt t6, a composite estimate is made of a current month's 
' r 

cost weiiht C’iit for the market basket: 
I 

cwt 3 P f$,t-i ',, cwt-l + (l - P)Rt,tw6 _ mt-6f , 

'where P = .65: The‘value of P was based on simulations of weighted averages 
of I- and 6-month, rent relatives'designed to minimize variances. 

A final l-month estimate of rent price change for the particular market basket 
is 

T ' 
Rf#t-l a q-1 

. 

C. Rental Equivalency 

In January 1983, BLS will begin measuring the housing component of, the 
CPI-U using the rental equivalency method which assumes the cost of homeowner- 

, ship is the amount which would be paid to rent an equivalent home. Rental 
equivalency will be measured using a sample of rental'units kith new weights 
assigned to'each rental unit which reflect the number of homeo?er units in 
the universe for which the rental unit is equivalent. The rent component of 
the CPI will continue to be measured in,the usual way. 

.' 
After 1986 rental,equivalency will be measured using a sample of owned 

units. Rent change will be determined for these units by matching the owned 
units tocequivalent rental units based upon unit and neighborhood characteris- 
tics. _ Using estimated own&s 
will be calculated in a fashion 
rent index. 

rents, monthly change for rental 
similar to that used to calculate 

equivalency 
the current 

. 

c 
, VII, Data Produc+s and Analysis 

'The monthly CPI is first published in a news release during the fourth 
week following the month in which the data are collected. ,I (The index for 
January is published in late February.) The release includes a narrative sum- 
mar,y and analysis of major price changes, short tables showing seasonally 
adjusted and unadjusted percentage changes in major expenditure categories, 



and several detailed tables. Summary tables are also published in the Monthly 
Labor Review the following month; shortly thereafter, a great deal of addi- 
tional information appears in the monthly CPI Detailed Report. 

Seasonally adjusted data are -presented in addition to unadjusted data 
because they are preferred for analyzing general price trends in the economy. 
They eliminate the effect of changes that normally occur at the same time and 
in about the same magnitude every year, such as price movements resulting from 
changing climatic conditions, production cycles, model changeovers, holidays, 
and sales. Seasonal factors used in computing the seasonally adjusted indexes 
are derived by the X-11 Variant of the Census Method II Seasonal Adjustment 
Program and are reevaluated annually. 

The data collected is item descriptive data plus the price, size and 
quantity of the item being priced. Longitud\inal analysis is specifically 
related to determination of degree of price change and trend for a given 
commodity sector and explaining the reasons for the change for both the short 
and long term by examining the micro data and ancillary information for the 
locale and the nation. In addition, studies are conducted to assess the 
impact of government policy changes or changing economic conditions on the 
index. The techniques used are regression, distribution analysis and simula- 
tion. 

VI. Limitations of the Index 

The CPI is not an exact measure of price change. It is subject to, 
sampling errors which may cause it to deviate somewhat from the results which 
would be obtained if actual records of all purchas'es by consumers could be 
used to compile the index. These estimating or sampling errors are limita- 
tions on the precise accuracy of the index rather than mistakes in the index 

I calculation. The accuracy could be increased by using much larger samples, 
but the cost is prohibitive. Furthermore, the index is believed to be suffi- 
ciently accurate for most of the.practical uses made of it. . 

Another kind of error- occurs because people who give-information do‘not 
always report accurately. The Bureau makes every effort to keep ‘these errors j 
to a minimum, obtaining prices wherever possible by personal observation, and 
corrects errors whenever they are discovered subsequently. Precautions are 
taken to guard against errors in pricing, which would affect the index most 
seriously. The field representatives who collect the price data and the 
commodity specialists and clerks who process them are well trained to watch 
for unusual deviations in pricesrwhich might be due to errors in reporting. 

The' CPI represents the average movement of prices for two specified popu- 
lations but not the change in prices paid by any one family or small group of . 
families. The index is not directly applicable to nonurban workers and others 
not included in the samples. The index measures only the change in prices and 
none of the other factors which affect family living expenses, such as 
changes in the size of the family or changes in buying patterns. Nor does it 
reflect consumption, such as fringe benefits. 

Area indexes do 'not measure differences in the level of prices among 
cities: they only measure the average change in prices for each area since the 
base period. 
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Although the CPI has been called a cost-of-living index and used at times 
as if_ it were one, there are important conceptual differences between a price 
index and a cost-of- living index. A true cost-of-living index would take 
into account not only price *changes but also changes in the market basketas 
consumers adjtist their purchases to changes in the relative prices of what 
they buy. Thus, during a period of rising prices, ,a cost-of-living index 
might rise more slowly than a price index if consumers substitute cheaper 
items for more expensive ones, or generally reduce expenditures on higher 
priced items in their budget. However, 
directly reflect such consumer 'behavior, 

an index such -as ‘the CPI does. not : 
since the quality and the implicit 

quantity weights of the items represented in the CPI remain constant. The 
index indicates what it would cost to maintain the same’ level of living, not 
what consumers actually spend on their living costs. What consumers actually 
spend may reflect a decision to accept a lower standard-of living in order to 

* keep living costs from rising. 

There are other differences between the two types of index. For example,' 
the CPI includes only the cost of ,sales .and excise taxes that are included in 
fhe purchase price of‘goods and services, but not income taxes, whereas, a 
cost-of-living index would include both sales and income taxes. 

. 
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CASE STUD 
EMPLOYMENT COST INDEX ' 

I.’ 

III. 

iII* 

Purpose 

The Employment Cost Index (ECU ‘measures change in total employee compensat 
and has been designated as a principal Federal economic indicator by the ’ 
Office of Management and Budget. The EC1 is used in monitoring the effects ’ 
of monetary and fiscal policies by enabling analysts and policymakers to 
assess the itipact of labor cost changes on the economy, both in the aggregate 
and by sector. The limitations of the index must be kept in mind. Because 
the EC1 is an index, it only measures change in employee compensation* 
the index is not a measure of the total cost of la&r. Not all labor cost’ 
(e.g., training,expenses, retroactive pay, etc.) faI1 under the ECI definition 
of compensation. I I 

Sponsors 

, The Bureau of Labor Statistics developkd the EC1 in 1975 to provide a 
comprehensive measure of employee compensation. The initial design was 
started in the early 70’s by the Office of Wages and Industrial Relations 
and the Office of Survey Design of BLS. All data collection and data processing 
is provided by Bureau staff. 

iample Desi p;n 
,I 
, 

, 
A. Private Sector Sample Desim’ 

’ , 

A principle concerqof the EC1 sample design is to provide &I ongoing 
sample that in some sense represents an &go&g current universe. 
EC1 accomplished this with what is called replenishment groups. A 
replenishment group is an establishment sample of SICs \vhich replaces 
a segment of the current sample. A new replenishment group is introduced 
each quarter until the entire sample has been replace& after which, 
the cycle is repeated (currently every four years). The-quarterly 
replenishment groups each have, approximately, an equal number 

, 

* of establis+ments. This equality reduces the disruption in the quarterly 
.estim&s and is within resource constraints. A replenishment-group 
collection cycle begins every three months and the new sample is 
introduced into the EC1 estimates after the second update. 

1) Description of the Private S&or Establishment Selection- 
i 

Each replenishment sample is composed of a number of related 

1 
two-digit SK sukamples. Within each SIC, the frame (Unemployment 
insurance File) may & sorted by Census Region, employment 
or establishment name. A sample of 450 establishments is selected 
probability proportionate to employment for the entire replenishment 
group. Systematic samples of about 300 establishments comprise 
the main replenishment sample. The remaining 150 establishments 
are selected for several supplemental groups. The supplemental 



_ groups are held in reserve in case additional sample is required 
if a larger than expected number of out-of-scope establishments 
is obtained. To enable variance estimation by replication techniques, 
the establishments are assigned to two half-samples. 

2) Description of the Occupation Selection 
I 

To measure Major Occupation Group (MOG) compensation change, 
the Occupatimal Universe (currently based on tht 1970 Censm 
occupations) is partitioned into the MOGs, such as professionals,. 
technical workers, etc.. Each MOC may be further partitioned 
into Entry Level Occupations (ELOs), such as Teachers. 

There are usually 9 to 13 ELOs, which represent all occupations 
within an SIC. For each EL0 found in the establishment, data 
is collected to represent that ELO. During the initial visit to 
a sample establishment each detailed establishment occupation 
is matcfred into one of the ELOs. Then a probability proportionate 
to employment selection is made within each ELO, selecting : 
one specific occupation. Data for wages and benefits is, then 
collected for each of the selected detailed establishment occupations. 

4 Public Sector Sample Design 

The plblic sector sample has been fixed since June 1981, when 
it was introduced. There is no public sector replenishment system 
because of the lack of updated frame. An easily accessible frame 
does not exist for State and local governments. 

1) Public Sector Establishment Sample Design 

The public sector frames were divided into four parts: schools, 
hospitals, State and large local governments (all SICs except 
schools and hospital), and small local governments. 

i 

” 

9u . 

-. 
a. SChOOlSZ 

The public elementary and secondary schools frame, (SIC 
821) as well as the higher education (SIC 822) frame, came’ ’ 
from 1973-74 National Center for Education Statistics 
(NCES) listing of all State and local schools. Establishments 
were stratified by 3-digit SIC; then a sample was selected 
with probability of selection proportionate to enrollment 
within the school. A first phase mail survey was conducted 
to determine EL0 employments for the selected schools. 
Using these EL0 employments to obtain measures of size, I’ 
the second stage sample of 206 establishments employing 

. a two-way controlled selection technique controlling on c 
respondent burden and the number of designated quotes ,’ . 
within each selected EL0 was selected. 

A 

-. 



b. Hospitals: 

The hospital frame was the 1976 Health, Education and Welfare 
(HEW) list of public hospitals. The hospital survey design 
did not include a first phase occupational survey. Public 
hospitals were stratified by Census region and ownership 
and selected systematically using probability proportionate 
to employment. The occupation selection was essentially . 
a systematic sample (equal probability) within each establishment. 
The 106 establishments in the final sample were then requested 
to supply data from the appropriate occupations. 

c. State and Large Local Governments 

No universe lising of establishments was available for \ 
State and large local governments. A refinement survey 
was used to develop a sampling frame. The local government 
jurisdictions in the refinement survey (cities, counties, 
special districts, etc.) were selected from 1972 Census 
of Government file provided’by the Burepu of the Census. 
Only jurisdictions with more than 100 employees were 
included in the refinement survey (see “small locai governments” 
below). The 3,729 local jurisdictions were stratified into 

,T . . size class/Census region strata. Forty-six jurisdictions 
-were selected probability proportionate to employment. L 

* In addition, sixteen States’ were selected probability proportionate 
to employment .and included in the Refinement Survey. 

. Onke the refinement was completed, a probability proportionate 
I to employment sample of 780 refined units were selected 

/ for a first phase occupational employment survey. Occupa’tional 
c employments were requested for nine oircupational groups 

. within each of the 780 units. The final sample includes , 
350 units. 

I 
il. Small Local Government 

f 

Due to their small size (units with less than 100 employees), 
no refinement or first phase survey was done for small . . 
local governments. Instead, the list of small local government; 
was stratified by Census Region and then a probability 
proportionate to employment sample of 30 units was selected.’ 
Any refinement required was accomplished by BLS field 
representatives at the time of collection. / I 

I , 
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. IV. Survey Design and Content 

A. Design 

92 

1) 

2) 

3) 

4) 

5) Interview Mode . 

The initial data collection is always a’ personal visit. During 
sukequent quarte,rr a mail update form is aed. When necessary, 
telephone calls are made to obtain required data. 

6) Questionnaire 

Reporting Unit 
s 

The ECI reporting unit is the physical location of a business 
’ (establishment). Sometimes data can‘only be collected for a 

unit which is larger than the original designated establishment. 
c 

Usually this is acceptable and a weighting adjustment is made I 
later. It is also possible that data is much more accessible at, 
a finer level than an establishment; in this case, sukampling 
procedures are available to randomly select a subunit. 

Following Movers 

If the collection unit is essentially unchanged after a physical 
move, then it is followed provided it remains within the same , 
State. 

Weighting 

The weights for each establishment/EL0 is the reciprocal of 
the selection probability times the EL0 employment. There 
is also a nonresponse adjustment factor applied to the weight. 

Inter view Schedule 

Each establishment reports wage and benefit data four times 
a year (March, June, September and December). The typical 
private sector establishment will be included in the survey for 
a four year period, at which time the sample is replaced. Currently, 
there is no definite date when the prblic sector sample will 
. be replaced. 

There are two basic types of EC1 collections--initiation and 
quarterly update collections. During the initiation, the field 
representative selects a detail establishment occupation to 
represent each ELO. Once the establishment occupation is 
selected, benefit usage, benefit plan, wage and work schedule 
data are collected for each selected detail establishment occupation. 



, 

During the quarterly update, wage data and benefit plan change 
data are collected. When a benefit plan changes, the new plan 
is-incorporated into the database using the initiation usage. 

* 

B. Content 

The Employment Cost Index is a relatively new Bureau of Labor Statistics 
suvey measuring the change in the employer cost of employing workers. 
When tht EC1 first started its publication in December’l975, it measured 
quanerly wage change covering the private non-farm sector, excluding 
Alaska, Hawaii and private households. Publications included overall 
National, Major Industry Division (MID) like wholesale trade, manufacturing 
and services; &Major Occupation Group (MOC) like Professionals, Managers 
and Clerical Worker% Census Region (Northeast, South, -North Cential 
and Westh Union/Non Union and Metropolitan/Non-Metropolitan Area 
quarterly change numbers. Currently, the EC1 is an index measuring 
total compensation change covering the total non-farm civilian sector 
excluding private household and the federal government. Compensation 
is composed of wages and twenty-three benefits (hours related benefits, 
such as vacation; supplemental pay, such as shift differentials, insurance, 
such as health benefits; pension and legally required, such as social t . 
security). The National series (Overall National, MID, MOG indices) ’ ’ ’ 
use Laspeyres (fixed weigh\) industry/occupation estimates. For each 
of the non-National series - / (Census Region,’ Union/Non Union and 

‘Metropolitan/Non-Metropolitan), estimates (e.g., union/industry/occupation) _ 
are obtained by allocating the fixed weight industry/occupation estimates 
using current sample data; so that the no&national series cannot 
be considered Laspeyres. , 

V. Response 

A. Determinationof Private Sector Replenishment Cycle 
Assuming the sample is completely replaced after n, 2n, 3n,..., quarters 
and that the response and attrition rates are equal across replenishments, 
then the .respome rate obtained after ‘n quaRers should be maintained 
each quarter thereafter. We call this the maintainable response rate. 
The determination of the appropriate time length for the complete 
replenishment cycle can be made by i?omputing the maintainable response - 
rates for various cycles and comparing the rates. 

To comprte the maintainable response rate, the following wage information 
from the origitial sample is used: 

proportion of initial sample in scope, 
l! _ 

0.85; ’ 

proportion of initial in scope sample responding, 0.82; 

prop&ion of sample remaining each quarter, 0.98; and 

11 For an economic interpretation of the non-national estimates see: 

_ Estimation Procedures for the Employment Cost Index, C. Donald Wood, Jr., 
Monthly Labor Review, May 1982. 
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number of establishments required at the end of ’ 

the replenishment cycle . 
. 

- 2000. 

i . 

Using the abve information, the following table on quarterly sample 
size and maintainable response rate is determined. 

Estimated 
Replenishment Number of units .I Maintainable response 
Cycle (Years) . initiated per quarter, rate (wages) 

2 385 0.76 , 
, ’ 3 267 0.74 

4 208 0.71 

Considering the initial w&k required introducing an establishment , 
into the survey, a two year cycle was not considered cost effective. 
A 0.71 wage response rate with a four year cycle is lower than.desired ’ 
considering the fact that the benefit response rate would be closer to- 
0.6 than to 0.7. A three year cycle would keep respondents in thesurvey 
for a reasonable length of time and provide a benefit response rate at 
least close to 0.65. Therefore, the initial decision was to proceed with 
a three year cycle. 

After tht first year of replenishment samples, it became apparent that 
field resource constraints would not alIow a three year cycle. We are 
currently working on, a four year cycle. 

8. Public Sector 

The’ Public Sector does not have a replenishment system in place at this 
time. The initial response rate, in June 1981, was 81%. Since then the 
attrition rate has averaged 0.3% each quarter. These numbers are consi dera bl y 
better than the private sector. Even though there is no repIenishment 
system, the response rate does not decrease quickly.’ In addition, the ~ 
number of establishment births and deaths within the public sector should 

’ k much less than the number within the private sector. The universe, 
therefore, should remain relatively stable until 1990. 

c. Imputation Schemes 

There are three levels of imputation in the ECI. The first level is a weight 
adjustment to compensate for the initial nonresponse. The second level 
is an imputation for temporary nonrespondents. (Those establishments 
that will respond next quarter, but for some reason cannot respond this 
quarter). This imputation is done at the item level. Its purpose is to 
serve as a link for periods when there is a response. The third level of 

?! 



imputation is at the estimation ccl1 level, whenever there is no data for 
the intire estimation cell. This imputation assures that the same cells 
are being compared each wter. 

. , 
VII. Data Product / 

At t? present time, no public use tapes of micro EC1 data are available. The 
only data available to researchers are that contained in the quarterly news 
release which is available on La&at. The feasibility of developing a public ’ 
use tape is being explored. 

. 
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CASE STUDY 4. 

J'fATIONAL LONG!TUDINAL STUDY ,,_ \ 
OF THE HIGH SCHdoL CLASS- OF 1972 

L 
, . I. Purpose: I 

I 
The bakic purpose of NM-72 is to provide data on the experiences that 
affect the development"and attainment of a current:generation of young 

, 

people. Specifically, this study provides data on: 
l the transition of young people from high school to postsecondary 

I education 1 
l the transition from high adhdol to the world of work, 
* persistence in poetsecondarg education (as opposed to dropping out), 
l the transition from postsecondary education to the world of work. 

II. Sponsor 

IVES-72 has, since its ihception, been'sponsored by the Rational Center for 
Education Statistics (RCES) within the U.S. Department of Education. 

The principal contractors who have played major roles in NLS-72'are: 
1. Education Testing Services (ETS)--Base-year eurvey in 1972. 
'2. Research Triangie Institute (RTI) --First four follow-up surveys 1974, 

1975, 1977, and 19SO. 
I 39 Rational Opinion Research Center (RORC)--Fifth follow-up survey and 

Postsecondary Transcript Study in 1984-85. 

III. Sample Design 

The samRie design for RLS-72 is a stratified multistage probability sample 
of students from all 8chooi8, public and private, in the ,50 states and the 

,District of Coiumbia, which contained 'a 12th grade class. Stratification 
variabies were: type of controi (public vs. private), geographic region, 
enrollment size, prorimity to a college, percent minority, income level of 
community, and urbanicity. * 

/ . 

. 
The.originai aampie design for the base-year survey called for selecting a' , 
probabiiity aampie of 1,200 schools from the population of schools with a 
12th grade, and within each school random selecting 18 seniors. Since 231 
of these schoois refused to-participate anh 21 had ‘no seniors enrolled, 
the number of schools actualry participating was 948. ,The number of 
students participating use 16,683. 

~ 

At the time of the first follow-up', in 19'74, 205 of the nonparticipating 
schools were induced to participate and former seniors from those schools 
were adminiatered retrospective surireys. Ultimately the reconstituted 
base-year sampie, consisted of 22,652 students from 1,318 schools. 

. 

IV. ' 
, 

Survey Design and Content 

In the base-year survey, questionnaires and cognitive testa were 
administered to groups of students in each participating school. 
Information on courses taken and grades earned was extrated from school 
records. 
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Poliow-up surveys have been conducted primarily by maii but when repeated 
reminders .failed to eiicit a response, resort was had to personal 
interviews, either by telephone or face-to-face. About one third of the 
mail respondents in each follow-up survey were telephoned to resolve 
response inconsistencies. 

The fifth foliow 'up, which is now in the field-tests&age, is being funded 
by FICES with the help of a consortium of interested agencies- It vi11 also 
be conducted primarily by mail. TO reduce costs only a eubaample of the ’ 

f 

originai sample will be used. 

The various questionnairea,tap numerous COntent areas, including: 
background characteristics, cognitive ability, socioeconomic status, home 
background, community environment, relative importance of significant 
others, current and planned educational and occupational activities, school 
characteristics, performance in .school, work performance and satisfaction, 
goal orientations marriage and family, opinions of school, et al. A more 
detaiied listing Af survey content areas is dispiayed in the attached 
“TabLe 2.” 

The content areas for the fifth follow-up survey are being reduced somewhat 
in order to make room for certain new topics. Education and work history 
items are retained, however. In addition, special new questionnaires are 
included to be fiiied out by those restindents who have become teachers, or, 
parents. 

V. ResDonse Rates 

As a result of extraordinary tracking efforts and intensive data collection 
activities, the response.rate to the various student questionnaires has 
remained quite high over the 12 years of ?YLS-72 operation. Student 
responses rates fat each of the surveys thus far compieted were: 

Base year 87.8+' 
1st Fu 94.2* 0 ' 2nd FU 92.1% 

. 3rd FU 88.7% 
4th FU 82.2* 

l This figure is the percentage supplying data, based on all targetted 
students in participating schools in the original base-year survey. The 
corresponding figure for the reconstituted sample was 73.6%. 

VI. Evaiuations E 

To maximize the validity and reiiability .of the-data, several procedures 
were foilowed: 

1. For each of the surveys thus far completed, the student quea tionnaire 
was first pretested on a sample of 1971 seniors. (This will not be 
posaihie for the 5th follow up because tracing efforts for those 
students were not adequate to retain a sufficiently large subsample). 
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~ 2. 

3. 

. 

‘f 
4. 

For the base-pear eurvey , a reiiabilitp check uas conducted In which , _ 

500 respondents vere asked to reansvet 10 quootiona 3 months later. 

a validity check was conducted by ask& the For the base-pear survey, 
‘parents of 500 etudents to confirm or correct &he etudent’s report of 
family incone. 

To improve the huality of mail responses, all questionnaires vere , 
checked for completeness isnd consistency. Respondents whose for,s 
failed these edit checks vere telephoned for clarifications. 

VII. Data Products and’ Analysis 

BCES makes all BLS-72 data files available to the public af cost. As each - 
nev data file becones available, an tiouncement to that effect is videly h 
disse-,inated to potential users. , 

As of 1981, over 320 research reports babed oh RLS-72 data hRd beexl 
published. These are listed and azinotated in the folloving publication: 
pationai Lonnitudinal Studv of the High School CJass of 1073: - -e-w Studp 
vedorts Update: Retiev and Annotation by M. E. Taylor, C. E. Stafford, 
and C. Place. Research Triangle Institute, June 1981. 

*. 
Tah!c 2. Content areas in each survey 

Spring 1972 FJII.riwrr 1973.74 FJI~.wlwrr 1974.73 FJII.w;nwr 1976.77 8 Fall-winter 197940 
brK.yrJr ,vnry . rir: rullowup wrrry a‘cond fullorup sumry third lollorup wrrry fourIll lnllovvp tuner 

SC*. birch dJK. plqtild ha, birth dJtt ’ SC‘, bhlb dJlJ Se& bitlh drtr $‘a. birth dJK 
lundicro \ 

Ability SAT. ACT. md Ku 
K0W (~0cJbuubr). rr~d- 
ing. mJlh, lec~r gtouys. 
mouic rompJrlJow. pie. 
lurraumbcr) ’ 

-, Rc~tl (v~cJ~uIJ~~, 
mrthemrlicc] 

, ’ ! 

s0ciocconwnlc ,~JI‘IW! i4KOIW, ‘&lCJ- FJtenlJl *dualion, * 
SIJIVL liOn,ar‘v~lrllOn ocrvprlion . 

ibmc bJckgtound Numbrr of praom Jcprn. l’lrrntal rncourrgcment Oirlh order. number of 
drnc on parenta. mmbcr siblingc 
01 litding, in collr:3. ‘, . 
obiecu in home. laqw~ 
JI home. pu?nlJl JJycc- 1 ” < 
lrtion 

Community Type Of tommunlvl. die- ’ Type of community 
en~bonmcnt 

Tvvc OrCOllAonily 
1JntC Of horns from PO,,- 

Type of comnruni~y Type of community 
where indiridurl IivcJ *here hdividuri liver, 

KCOndJry Jchod, 
rlrrrc individuJl lirrc, ’ 

mobility rnd trJ,onc 
rhcrr edi&luJl lircc. 

mobihly Jnd le~%ons mobilily Jnd rrJ(4ns 

Clhnicitv IlJcC. wligion RJU ’ .I 

SignikJlct OdKl~ Rdrlive lm~or~mwur . 
hmilr, pew, Khot4 
prconnel lo KronCJry 

. Dtogrm, porlKcodJry \ 
I 

PlJnl. fpJJlily Of ‘mwb 
. 

uling unico 1, 

ACti-ity KJiui hclivlly plrns for . hclivity StJlUJ in Aclirltv JlaluJ in Aclirily UJIW in I 
iJll1973 ’ 

Activity UJIub in 
October 1972. Octobrr October 1974 
1973 

oclobrr 1913. Oclobcr Ocrubcr 1977. Oitubsr 
1976 1971. October 1913 Jd 

JupplcmtntJI JJlJ few 
acliril~ llllul 1977.YG 
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Table 2. Cuotcoi areas in cyh survey - continued. 

Sprint 1972 
bau.ycrr wmey 

Fall.winta 1973.74 Fall-winter 1974-75 Fall.wintcr 197G77 FJI.rinIn 137960 
rise fullowup wrvcy samd follow-up 8uNey third ldlowyl lorvzy klur1h futlor~lp wncy 

KducrIaonJ Llucalional plan% Educr1iunJ IIalUS Educational status Educational SUIW. 

rttrinmcnl (cnlry, financial support (dqrcc. CtflikaU , (degree. certiiicate graduric J~oul applica. 

arrangrmcnl), fxlorl received). hclors received). factori ti0” J”d WWy. hC1~l 
inwlcriq with attain- lrucrfeting with lntcrkrln~ with hi&rin~ with 
mcn~. school chuicc aIt4inment artainmcnt aIIrinmcnl 

%OOl Secondary school site. Pwtsccondvy ~Jtool Postwondary school Por1%condw shooi 
charactuirtict student-counrclor cuwd md type contrd and lrpr cawd and llpc 

ral#o. ability puping 
of trackm~ racial 
composition. cdlcp?- 
*oolcq ratio. s&o01 SES, 
icrcher quJikalim~, 
shod IrciliIict. coum 

Educatiunal staIu1. 
graduate vhool applier. 
lion and entry. IaCtors 
interfering wilh 
attaicwncnt 

Poc~ucondary school , 
cmud ad type . 

-- 
s:tlool 

uling 5cniccr 

Time tpenl OfI hOWU* I’rwram type, mrior 
- 

Projram type. maior _ Program lypc. malor Progrmb tyyc. mwr 
work. program al sludy slwdy air, lull41m~. study UCJ, lull4me, rtudy atea. lull-time. 11udy UC& fUll.llllK 
prrIwpaIiOn in remcdlal Iutancirl ald protrams. ruwuirl aid progrunt, linancial aid programs, financial rid ptobrrnrr. 
JJ c~ccd services pro- propam duration program duration pro~yam duration pto*ram Jurrllon 
wrms. vllool quality, 
cou~~o lakcn. imuuc- 
lional sirricgm~ . 

scl1ool .Gfadc avrcrrgc. cam Ctadr rrrrqc. dropnut. Gtdc avurgr. dropout, CtJc arcragc. Jtopoul, Grade rrcragc. dropout. 
p:rlortnJlKa curricular acIiritic1 trudcr. rrlitfacuon will8 transfer, sathlrrtion with uulrfcr. vtislaction with trinrfcr, rrIiIfrcli0n will1 

scl100llng. toul credit1 uhooling, total crtditt shodutg. tomI crcdltr vhodiq. lotal crtJ11c 
CalId earned ramed earned 

-- 
\“otlr SIltuS . Type of work,, hour1 of -Itcwurccs urcd lor job Rewn~tces wed lor iob Krsourcrc wed for job Work type, hourslrcck 

work. work plans for Iwnllll~. work 1ypc. Iwntln~ work type. lwntm~. work type, lookin; for work . 
years rficr graduauon houo/wrck. reason1 hours/week. reasons ham/week. reasons 

lot nut rwkq for not rotking lor not working 

Work pcrformrwi FacIorI in career Income. p.y, urd rnrk Income. pay. and work Income. WY. a4 WOI k Factors io career ICICCLIO~. 
, and wutfaction ukdon co8JiJmc. uthktiun conditions. utirlaction. c4tuhuonr. aatislrction. Income. pay. war k con41- 

- 

applicatim ol job wpurlum. rpplicrtion tionc. Irti~lxtlon. wpcr- 

I trainii of job trairung vision. applicrtion ol 
. %hodin~. trainin; 

NoncogniIire Scll<ow PI. lucur 01 SCIIConCCpt. locus 01 
1ra11s ’ 

SclrGBncepI, lucus ol sell-pt. kur ur sC~fSWKr,U, IOCW 01 
convul coned cowd, nwurity tcaic cowul conirol 

Goal ortentauom Work and cducaiuwrl Work ad educational Work and eduu~ional _ \Vork ti educational Wock UWJC~~CJIW-J~ 
rspwation1. cxpcctAuns. ’ aspiratiuns. upectations, agirationr, erpcctatiom. arf4ralim~. trpcctrtion~, atpiraIion1. CxpecI~I~m~. 
and plans; life @s and plaw;!i!e go& and pIam; life guals and plans; life goals and plant: ltlc.~orlI. ’ 

~IisfrcIton rillr prugrccc 

hlwtrgr and 
rrmtty 

Opmonc 

PlrtU 10 b: a rull.lllw 
hwncmakcr. nu~nbcr ul 
drpcndcnlr 

RaImgs 01 Iqh %lwul 

Maritrl siatw. number MdlJ status, nuwkr MuiIJ staIut. number hlrtilti *Iatu*, nunL*r 
or dc:Knllcntr. income ‘of dcpendmtc, qwur’r OrdrOdent~.~pOd, ol dcpcnJcnt1. wuwe’t 
numhn cd children had education and occupa- eduuum and octupa- edurJllm aml vcC”PJ 
ind capa to haw lion. income. number of tim, lncomc. number ol lion, incmx, mmkr 01 

children, items and children had and erl~cl children had AIMI c~pcc~ 
home owned IO have. items and lwnc to hrrc. iumc and Isow 

-d owned. their value 

Uululnoc of spwiali~ed ’ P~rticipadon b pulitical Pditwrl actiriticr. YI- Pulilical activities. Yl. 
tratnmg in high school activities. con-rism, ml* orim1atim. tea and role oricntac~on.utdrc 

quality or life race biases. rating ol high uon WIIII cducrllon 01 
thod. $atiActim with trainin; 
pouucondr~ education 
or training 

f 

Miliwy Plan, lor rdliluy wxwcc Type. u&in& duration, Tvpc. IrAniig. duralion. Type. traInin& duraimn. Type, trainmg. durnwv~. 
uIisfxIiun. plms plan, p(mr plans 

l \ 
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HIGH' SCHOOL AND BEYOND ' . < 
CA$E STUDY 5 

I.' Purpose: s 

i - / 

High Sbhool and Beyond is a longitudinai study of a nationaily representa- 
tive sample of 1980 high school sophomores and seniors in the United 
States. Its basic purpoee is to replicate, eight years later, the . 
Rational Longitudinal Study of the Hi& School Class of 1972. Specifical- 
ly HS&B would provide updated information on: 

' factors influencing persistence vs. dropping‘out of high school or 

f 
college, 

.' the transition of young people from high echo01 to postsecondary 
education or to the world of work, 

l persistence in postsecondary education, 
l the transition from-postsecondaryeducation to the world of work. 

l courses taken and grades received, both at the high schooi and the . 
coliege levei.. , 

II. SSponsor , 

Since its inception HS&B has been sponsored by the Nationai Center for 
Education Statistics .(NCES) within the U-S. Department of Education. 

The principal, contractor who haa been primarily responsible for the 
. details of research design and, for data coliection, coding, and storage, 

has been the Bationai Opinion Research Center (BORC). 

. . 

III. Sample Design 

‘i 

4 

I HSBB empioys a two-stage; highly stratified sample design. In the first 
stage 1,122 schoois that had either 10th or 12th grade students (or both) 
were drawn. 'To make -the sample more useful for policy anaiysis, the 
foilowing types of schoois were oversampled: aiterpative public-schools, 
public schools with high percentages of'Hispanic students, Catholic 
schools with high percentages of minority group students, and high per- 
forming private schools. In the eecond stage, 36 sophomores and 36 
aeniora were randomly aelected, school size permitting, yieiding total 
sampies of 30,030 aophomores and 28,240 seniors. , 

/ 
In the first follow-up survey ; conducted in spring 1982, all sophomore 
cohort members who were still in the same schoola were included with 
certainty, as were all dropouts and other subgroupa of policy interest, - 
yieiding a sophomore cohort sample size of 29,737. Of these, a subsampie 

, of 18,000 was aeiected for a detailed study of high school transcripts. 

In the first foilow-up survey a subsample of 11,995 of the 1980 senior 
sampie were selected. 

.- 

The second foliowhp survey took place in spring, 1984. At that time, 
samples of 15,000 members of the sophomore cohort )‘ and ,11,995 members of- 
the: senior cohort were selected for further data collection. 

\ 
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IV. Survey Design and Content 

In the base-year survey, questionnaires and cognitive tests were ' 
administered to groups of students in each participating school. The 
administrator in each achoo19filled out a questionnaire about the school; 
teachers in each schooi were asked to comment on studente in the sample; .\ 
and a sample of parents of sophomores and seniors (about 3,600 for each 
cohort) was surveyed primariiy for information about their plans for 

f i 

financing their chiid's postsecondary education: 

The first follow-up survey of the sophomore cohort took place in spring I, 
1982 when m&t respondents were seniors. Questionnaires and Mats were 
group administered to all base-year sample members still attending the same 
school. Dropouts, and transferees were contacted by mail or, as a last 
resort, by personai interview. 

For the second follow-up of the sophomore cohort and for all follow-ups of 
the senior cohort, contact was by mail or, when necessary, by personal 

\ interview. 

The student questionnaires cover a large number of content areas, 
i'nciuding: school work/gainful empioyment, demographic characteristics, 
physical condition, parental charateristics, social relations, and life 
plans. Marital and fertiiity, history are also covered in the follow-up 
questionnaires. ' 

V. Response Rates . 

A total of 911 (72 percent) of the 1,122 eiigible schools seiected for the 
base-year survey actuaily participated. Of the 311 schools that were 
unable or unwiliing to participate, 204 were replaced with schools which 
matched them with regard to geographical area, enrollment size, community 
type, and other characteristics. This brought the totai number of 
participating schools to 1,015, or 90 percent of the 1,122 target. 

The student-ievel base-year response rate within participating schools was 
85 percent. .The first follow-up survey response rate was about 94 percent 
for each cohort. 

Response rates for the second follow-up survey were 92 percent and 91 per- 
cent for the sophomore and senior cohorts, respectively. 

VI. Evaiuations 
8:' 

To maximize the validity and reliability of the data, several steps were 
taken: 
(1) ail data collection instruments were pretested on a group of 

'respondents similar to those who would participate in the main survey. ti 
(2) Ambiguous or inconsistent responses to mail questionnaire items were 

clarified by means of telephone calls. 
(3) A special analysis was performed by RCES to ‘compare the estimates of 

family income given by the students with those given by the parents. 
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VII. Data Products and Analysis 

NCES'makes all HS&B data files available to the public at cost;~ As each 
new data file becomes available, an Announcement to that effect is ddeiy 

, ,disseminated to potentiai users. 

As of summer 1984, over 150 different research skdies based‘on HS&B data 
had been published; The'princi@, contractor for HS%B, NORC, is developing 
a computerized bibliography of all HSLQB-based publications. \ 
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I CASE STUDY 6 

NATIONAL LONG'ITUDINAl SURVEYS'OF LABOR MARKET EXPERIENCE 

I. Purpose , 
. 

'1 
2' 

The National Longitud-inal Surveys of kabor Hark& Experience (NLS) were 
designed to identify factors that influence the ,labor market behavior and 
experience of a group of workers (Parnes:lP). Five cohorts were selected to 
represent workers with labor market problems of special concern to national 
policy makers. 

" The NLS was the fiist,national ,survey of employment-related phenomena 
to focus on individual labor market behavior through time. Since 1940, 
cross-sectional data on labor force Participation had been available from the 
Current Population Survey. 

Since the 1950's, information on earnings and employer characteristics 
had been available from the Continuous Uork History Sample, based on a 
sample of the ,Socl'al Security Administration's records. Longitudinal data 

. ,on associated topics is available from the Panel Survey on ‘Income 
I Dynamics, the Longitudinal Retirement History Study, and the Continuous 

Longitudinal Manpower Survey of CEfA patiicipants.8 None of the other 
surveys, however, has provided data like those from the NLS on Individual 
gross flows linked to attitudes and experience. ' 

i 
II. Sponsors 

'In1965 the U.S. Department of Labor's Manpower, Development and 
. Training Administration (now the Employment and Training Admini,stration) 

undertook a series of longitudinal studies of the labor force, The! 
Departrrmnt of Labor (DOL) set up a contract with the Ohio State University ' 
Center for Human Resource.Research (OSU) under which 0% was responsible 
for planning and analyzing the surveys. The DOL set up a separate contract 
with the U.S. Bureau of the Census for data collection for the original . 
cohorts. Data collection for the new youth cohorts was subcontracted to 
the National Opinion Research Center (NORC). 

I 
‘T 

III. Sample.Desi,gn 

Respondents'in the original 'four cohorts were selected frail an area 
probability sample of the non-institutionalized civilian U.S. population. 
Primary Sampling Units were selected on the basis of the 1960 Census. 
For each cohort reliable statistics for Uhites and Blacks were ensured by 
selecting about 1,500 Black respondents and 3,500 Uhite respondents in 
each cohort; fhiq was accomplished by classifying enumration districts 
by race, and using a sampling ,tlite between 3 and 4 times higher in pre- 
dominately Black ED's, 

, 

Forty-two thousand housing units were contacted for screening inter- 
views in early 1966; From these, interviewers tdentified just over 
22,000 eligible respondents in 13,500 households. (A number of households ' 
contained more than one respondent, sometimes belonging to mOre than one 
cohort.) I : Q' I -, 
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The new youth cohort selected,!n 1979 is arranged in 8 strata, by race, 
ethnicity, income, age and sex. For these cohorts, the Census Bureau drew 
a-sample from an area probability sample of the U.S. stratified so as to 
produce segments of varying size but equal with respect to the characteristics 
of the target sample (O1?)b, ~1 1979:ll). Seventy five thousand addresses were selected . 
for screening interviews, and from these the NORC Identified a final sample 

, of about 12,000 respondents between l4'and 21 years of age. , 

The new young men's cohort includes*respondents who are serving in (or 
returned from) the armed forces. The Department of Defe'nse provided lists 
of persons on active military duty to NORC for sample selection. In the 
first stage a sample 'of military unfts was drawn, then within these units 
separate samples of males and females ,were selected, including some 
respondents not living on military bases. 

‘ii 

IV. Survey Design and Content 

A. Design: , 

1. Respondent Rules 

Proxy responses are only accepted from relatives or other‘members of a sample 
person's household, if the sample person is temporarily dncapable of answering' 
questions. Specific questions eliclting opinions or attitudestare excluded 
from proxy interviews. 

2. Reporting Units 

Separate questionnaires are completed for each respondent in a multiple 
respondent household. Separate household record cards are also prepared, 
but data from one may be transcribed to another by the interviewer. 

Household composition is recorded at certain interviews. CPS definitions 
are used for "household members.' Household characteristics are tabulated as 
respondent attributes at each wave. OSU has prepared special tabulations of 
multiple respondent households, such as a fathers-and-sons tape, a siblings 

- tape, etc. 
. 

3. Following Hovers . ' 

Local government agencies, the Postal Service, neighbors and relatives, 
and others recorded at' the first ;interview as knowledgeable about the respondent's 
whereabouts, are among the contacts that may be questioned to obtain the current 
address of a sample person who has moved. Respondents who have moved are con- 
tacted through the field office closest to theik new location. , ,e 

4. 
. 

Ueighting 

The basic weight for each sample case Is a reciprocal of selectlon r“ 
probability, and reflects the differential sampling ratio by race. The 

L 

Smp\eS have been weighted so that the characteristics for each wave match the 
. known distribution of the characteristics in the population. 
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5: 3nterview Schedule " 

The original NLS plan called 'for annual interviews of each cohort for 
five years. To reduce costs, after 1968 the cohorts of adult men and adult 
women were interviewed only every other year. In 1972 all four cohorts here 
extended by including two annual telephone surveys and a personal interview 
on the tenth anniversary (1976-77). The entire survey was extended an 
additional 5 years in 1977, on the recommendation of a group of analysts . 
and data users convened by the department of labor. After l983,the older 
and younger men's cohorts were dropped, and the older and younger womn's 
cohorts were extended 5 years (along with the new youth cohorts). 

,' 
6. Interview Mode 

For the original four cohorts the f&t and final waves consisted of 
personal interviks. Four of the intervening waves were conducted by telejhcne 
(5 for mature women), and one mail hueitionnaire was sent in 1968. The intervie>: 
schedule for the new youth cohdrt called for personal interviews in'each year 

' from 1979 to 1964. 

B. Content 
, 

\ 

The NLS was or'iginally composed of 4 separate longitudinal cohorts: 
. Adult men, adult wornen, young men and young women. The cohorts represent 

four groups important to Xpolicy makers: men in the years leading to retire- 
'ment'(between,45 and 59 years old in 1966); women likely to be re-entering 
the labor market (between 30 and 44 years old in 1967); and young men 
and young womn likely to be finishing their education and entering the 
labor market (boys between 14 and 24 years old in 1966 and girls between 
14 and 24 years old in 1968). s 

The longi,tudinal survey of adult men was planned to answer specific * 
research questions about retirement decisions, about skill obsolescence, 
about thelduration of unemployment in this age group, and about the 
relationship between health and labor market experience. 

The sample of adult women was designed to study women's entry or 
re-entry into the labor force after a period spent primarily in raising 
children. Special attention was paid to attftudes toward employment in 
general and towards the propriety of labor market actjvity for woman ,in 
particular. , j , . 

The‘ cohorts of young men and young women were planned to provide' 
information on the extent of occupational knowledge among teenagers, and 
on attitudes toward education and toward employment experiences. The'new 
youth cohort was developed in 1979 to study employmnt patterns in low 
income and minority groups, and to look at changes since 1960. > . . 

Many of the interviewing procedures and labor force concepts used in 
the'NLS were similar to thosesused in the Current Population Survey (CPS). 
and the CenSus Bureau's CPS interviewers were often assigned to do NLS 1 
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interviewing as well. Coding of occupation and industry continue to - 
conform to the definitions used in the 1960 Census. Although for most 
recent wbr~bs, 1080 codes are used as well. 

Older Men's Cohort: i 
In each wav‘e data were collected to measure employment and unemployment. 

For all jobs he1 d since leaving school, the interviews collected occupation, 
industry, location and duration of employment. In addition, annual income 
and earnings were collected for each job, along with masures of job satis- 
faction. 

Kature Women's Cohort: 

The surveys of adult females contained similar questions about back- 
ground and labor force participation. But in place of questions about 
retirement, there were questions designed to study the process of leaving 
and re-entering the labor force. 

Background questions for women were designed to distinguish labor market 
participation before and after any interregnum that began with marriage. A 
large number of questions dealt with household structure and responsibilities 
for dependents, including attitudes toward child care, costs and preferences . 
for child care, the husband's health limitations, and husband's attitudes 
toward women working. 

Young Men's kd Young Women's Cohorts: 

. The questionnaires for the original youth cohorts were similar in most ways 
the adult questionnaires. Among the unique variables were an inventory 
of current job characteristics which included variety and autontxny of 
tasks,' feedback from supervisors , and opportunities for contact and 
friendships on the job. Union membership was measured in several waves, 
and a large number of questions lneasured educational performance and 
experiences. These included curriculum preferences in high school and 
college, college finances, and reasons for,leaving school. , . \ , 

For young men, only, retrospective data on military service were collected, 
including military job series. For the young wonen's cohort, questions #re 
asked relating to household dependents and child care responsibilities. These 
were identical to questions asked in the survey of adult females, including , 
the repeated measures of attitudes toward women working. _ 

Intemittent Questions: c . 
e . For the adult males, questions were asked in some waves pertaining to 

physical health, retirement plans, and attitudes toward women working. 
In other waves questions'were asked.about canmuting times and costs, d 
collective bargaining coverage, training,after leaving school, spouse's 

I 
health,limitations, and military service. In two,waves there uere questions 
calling for retrospective evaluations of career experiences, including _' 
perceptions of age, sex and race discrimination, perceptions of individual 
career progress, and perceptions about job pressures. . 
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For the adult women's cohort, there were questfons- in some waves about 
volunteer activit,ies, and questions on attitudes toward women working were 
repeated at intervals. 

A number of attitude measures were collected intermittently for the 
young mn's cohort. In the first,interview a score for occupat!onal 
knowledge was compiled,,and In the final interview a standard index of 
job satisfaction was derived for young men. Questions were asked at 

- intervals to evaluate job aspiratons and expectations about education and 
training. j 

Data from Administrative Records: , 

For the adult cohorts, the sire of#the,local area labor force, and 
5 t:,e annual local uriemployment rate were rkc6rded in each file at each wave. In 

addition, for the adult female cohort, an index-of local demand for 
female labor was also included. 

,' For the yotith cohorts, a'standard IQ test was administered once to 
each respondent. The presence of an accredited college in the local area. 
was recorded in each file during the first interview. An Index of local 
demand for female labor was included in six waves for young women. For 
all the youths, background data were collected on the quality and curriculum 
of the schools that-the respondents were attending at the ti,m of their 
selection for the sample., 5 

v. Response * . 

The possibility of sample attrit-ion worried the designers ot the NLS, 
but It does not appear that any major attrition biases have detracted from 
the reliabflityIof generalizations about the populations which the NLS 
cohorts tepresent (OSU, 1982). 

Ovar all, after 12 years of the survey, an average 80 percent of the 
eligible respondents were still. bel,ng jnterviewed (u.s.:321). Uhen a 
5 year extenslob was considered for the original 4 cohorts, the Census 
studied the known characteristics of non-respondents, andXoncluded that 
after 15 years those still being interviewed were not significantly 
different from those who'had dropped out of the survey, judging by'most 
socio-demographic characteristics (OSU, 1982). 

The attrition rates have dlffered.by cohort., Three yea= after the i 
first interview for adult males, almost 5 percent of these respondents' 
were no longer eligible (through death or institutionalization) and about 
92 percent of the remainder were intervlewed. 

The worst attrition has been,fn the original young nen's cohort, perhaps 
due to the exclusion of those serving in the armed forces (Patnes:25). Of 
those interviewed in 1966, 1.4 percent were dead or institut+onalIzed In 

, 

1968, and 'an additional 12.4 percent were out of scope because they were In 
the armed forces. 'Just under 89 percent of the reminder were IntervSewed. 

. 
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.The figures for women and girls were slightly better. One percent of 
the women were ineligible after 2 years, and almost 94 percent of those -- ' 
eligible were interviewed. For girls, over 93 percent of the eligible 
respondents were interviewed in 1970, 2 years after selection. 

, 

To rironitor sample attrition in the four original cohorts, every 5 years 
the distribution of such characteristics as occupation, educational attain- . 
ment; age and marital status was compared to national estimates. To- 
compe%sate for attrition, interviews and non-interviews are stratified by 
race, education, and residential mbilfty, and the weight of interviews in , 
each cell is adjusted for the proportion of non-interview cases in each 
wave. A.final adjustment is made for the re-entry of young wren servin,g 

. in the armed services during the year the sample was selected (196566). 1 

There are no allocations or imputations for missing data to prevent 
inconsistencies with data from other waves. 

, 
Only when missing data are 

,clearly due to a record-keeping error are data from one item used to 
replace those from another.. 

In 1982, the characteristics of respondents still in the sample were 
compared to the characteristics of the sample Interviewed in the initial 
year. .-Age, race, educational attainment, employment status, industry, 
otcupation, marital status, WSA, and annual income,were all compared. For 
most cohorts, the differences in distribution, of characteristics between 
the 2 samples were less than 2 percent. It was concluded that attrition 
had not seriously distorted 
that any potential bi as-cou 

th.e representativeness of the cohorts, and . . 
d be dealt with through weighting (Rhoton:7). - 

VI. Evaluations 

To reduce attrition In 
modified, based on experien 

the new youth cohort, several procedures were 
e with the 4 original cohorts. First, some 

questionnaire items that had caused response problems were changed. 
Second, more information was collected at the first contact that could be 
used in tracing mobile respondents. Third, more information about the 
NLS was provided to respondents, both before and after the interviews, 
and'a newsletter is mailed to respondents to report on survey results. 
Finally, the NORC traced and contacted. persons who were non-respondents 
In earlier waves. (Previously nonrespondents were dropped from the 
sample after 2 years of noninterviews.) This tracing was successful In 
over one-third of attempted cases (Rhotor.:2-12). 

VII. Data Products and Analysis 

The Ohio State University makes NLS data files and documentation avail- 
able to other researchers at cost. Sy'1979, data filek were available for 
adult males 1966-76, for adult females -1967-76, for young men 1966-75, and 
for young womn 1968-75. The data at any release point are composed of the, 
entire longitudinal record, and include revisions to remove errors found in 
previous releases. 

c 
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CASE STUDY 7 

' RETIREMENTS HISTORY STUDY . 

7 I. Purpose 

The Social Security Admlniatratlon’s Retirement History Study (RHS) is a 
multfuave panel survey designed to address a number of policy questions 
relating to the causes and consequences of retirement. ‘Among these 
questions are: Why do lndividuals.retire before age 65?. How well does 
income in retirement replace prefet~rement earnings? What happens to the 
standard of living after retirement? How do’Socia1 Security and other 
laws affect retirement patterns? 

I 
Until the RHS uas undertaken, data beari’ng on these issues were based on 
retrospective questions from cross-sectional surveys. A prospective 
longitudinal study permits accurate analyses of the factors influencing 
the retirement decision and an accurate description of the complex of 
personal adjustments required during. preretirement ‘and postretirement 
years. 

Ii. ,Sponsors - 

The RHS was sponsored by the Social Security5Administration under 
direction of staff in the Dlvlslon of’ Retirement and Survivor Studies, 
Office df Research and Statistics. Early consultation was provided by an. 
outslde advisory committee. Data Collection MS performed by the Bureau 
of the Census. 

III. Sample Design 

The original sample of 12,544 persong was a multi-stage area probability 
sample selected from members,of households in 19 retired Current 
Population Survey rotation groups. The sample uas nationally 
representative of persons age 58 through 63 in 1969. The sample included 
men of,all marital status categories and women with no husband in the 
household. Marrled women were excluded because they’ were fotind in early 
pretests to have no independent retirement plans. Institutionalized 
persons were also exctuded from the original sample. 

xv. Survey Design and Content I 

, 
A. Design / ,’ 

1. Respondent Rule, 

Proxy responses were accepted only for that part of the ’ 
5 3 , questionnaire “dealilig with spouse’s labor force, history. Sample 

persons who were ‘not Interviewed in the first wave (1969) were 
dropped from the survey. Respondents who were institutionalized 
90 days or more at the time of subsequent waves were ,kept in the ~ 
sample., All other nonintervlebfs in later waves were dropped from 
the sample. ,- 
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. 2. Reporting Units 
- 

The reporting units were designated sample members (individuals) \ 
only. 

3. FOlhWing Movers f 

A year before each interview (after the first) the SSA provided 
the Census with ourrent address listings for all sample persons 
and/or spouses who were benefit recfpfents. In addition the c .~ 
Census checked all previous addresses with the post office to / 
identify movers. Both these procedures reduced the number of 
unanticipated movers (especially between data collection regions) 
encountered.at the time of lntervieuing. All movers uere 
foliowed except those who emigrated or who lived more than 50 
miles from any PSU. 
If 

4. Weighting 

The weighting procedure began with a basic Weight based on 
factors relating to the original CPS rotation groups and MS 
followed by several stages of ratio estimation. Weighting for _ 
noninterviews MS adjusted after 1969. No further Weighting 
adjustments were made because by 1979 SSA had determined that the 
differences between wlghted and unueighted estimates were too 
small to justify the procedures. 

x _ 
5. Interview Schedule 

Initial Interviews were conducted in 1969 and then’ in alternate 
years through 1979. In each wave the interviews were conducted 
over a 3 to 4 month schedule (usually February to,June). 

6. Interview Mode 

The interview mode was personal and face-to-face., At each wave 
contact began with a letter from thi Census informing the sample 
of the upcoming Interview. Interviewers were encouraged to uqe 
telephone contacts-to schedule their visits, but all interviews’ 
were by personal visit.' Questionnaires with missing information 
could be completed by telephone. 

B. Content 

The intervie& schedule was designed to elicit a wide range ‘of 
information about preretirement lives and attltudes~of sample 
members. The-schedule was divided into six sections: 
(1) respondent's labor force history; (2),preretirement and 
retirement plans; (3) health: (4) household, family and social 
activities; (5) income, assets and debts for respondent, spouse and 
children under age 18; and (6) spouse*s iabor force history. 
Base-line labor force history was collected only in the first 
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interview (1969). his explains why all nonlntervleus in the 
1969 wave were dropped from the sample. By oollecting labor 
force history for-the sample peraonVa spouse, longittdlnal data 
was available if a surviving spouse latsr,replaced a deceased 

i sample person aa respondent. Survey data were also supplemented 
with individual Social Security earnings and benefit records, 
yielding 1nforPration on the continuity of work history and the 
amount of benefits to which the workers ware s&itled. 

j 1 
v. Response ’ 

\ 
Of the origlhal sample of Just over 12,500 aeleoted in 1969,’ 8,700 were 
Interviewed in 1977. This included over 1,000 surviving spouses who uere 
eligible to serve as respondents after the death of a aampJ,e’peraon. At 
each ways nonresponse (composed of remsala, no contact, and persons ’ 

- institutionalized) seldom rose over 4 percent. The remaining attrition 
uaa caused by deaths among the sample. The lair nonresponse ratq was in 
part attributaqle te &forts made to contact respondents: .no limits were 
placed on the number of attempts intervleuera~ should make. Some refusals 
were related to thq length of the interviews. The first averaged an hour 
and r5 minutes long. In subsequent years the length of the lntervleu was 
the most frequently cited reason for refusal to respond; 

VI. Evaluation 

’ (Unknown) 

VII. Data Products and Analyaia 

Moat of tha’publlahed analyses‘have been organized into a series of 
reports that are available from ,the Social Security Administration. 
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CASE STUDY 8 ’ 

WORK INCENTIVE EXPERIMENTS - 
. 

I. Purpose 

’ Section 505(a) of the 9ocial Security Disability Amendments of lg80n 
. (Pub. L. 96-265) %directs theSecretary of Health and Human Services (HHS) 

to develbp and carry out experiments and demonstration projects designed 
to encourage disability insurance beneficiaries to return to work and 
leave the benefit rollj.’ The objectives of these experiments, specifiid 
in the law, are to generate long-range savings, to the trust Funds and to 
Facilitate the administration of title II of the Social Security Act. 
Section 505(a) i‘tself contains several suggestions For experimental 
variables, specifloally: 

0 Benefit reductions based on amount of postentitlement earnings. ” 

0 Lengthening the trial work period. j 

0 Altering the 24 .month waiting ‘period For Hedicare benefits. 

0 Changing the manner in which the ,program is administered. 

The language in section 505(a) states explicitly that the experiments 
should be carried out in a way that permits thorough and complete 
eveluation and on a large enough scale so that the results may ,be 
generalized reliably to the Future day-to-day, operation of the disability . 
program. In addition, the report of the House,Uays,and Means Committee 
indicates Congress’ desire that nd individual be disadvantaged compared 
to existing law. . 

II. Sponsors 

This project, mandated by iaw (Pub. L. 96-2651, directs the Secretary of 
HHS to carry- out the experiments. Planning the experiments has been 
delegated to’ SSA. The law authorizes the use of disability insurance . 
trust fund monies to pay For the experiments and authorizes the Secretary 
to waive the present benefit and eligibility requirements of titles II, 
XVI and XVIII to the extent necessary to carry out the experiments. 

/ 
-h 

t. 

*Since its mandate in the Disability Insurance Amendments of 1980 
(Pub. Li 96-2651, the Social Security Administration disability progrkn 
work incentive experiments have undergone a number of’ designs. .Due to a 
number of administrative probiems and the imminent deadline of the 

,legislative mandate no experimental plan has yet to be implemented. 
Lekislative extension of the experimental authority is now under ’ 
considerqtion. For expository purposes the plans developed in the Fall 
of 1982 are presented. 
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III. Sample/Experimental Design w 

A. The Study Population 

The study population For the WIE consists of all newly awarded 
beneficiaries except those who Fall in one of the Following L 
categories: 

0 ” Under age 18 or over age 59 at time of award. 
, h 

0 Residing outside the 48 contiguous States or In an institution. 

0 Received a clbsed period award. 
. 
Previously entitled to DIB. ’ 

. _ 
’ #TO 

0 Dually entitled to DI and to title II auxiliary benefits. 

0 Statutorily blind. 

0 Career railroad case certified to the RRB For payment. 

B. Experimental Design 

. 1. Programmatic Changes 

Sample sizes For each experimental group and the control group 
have been determined in an attempt to Insure the ability to 
measu!=e Important increases in the proportion’of work recoveries. 
Our best estimate is that under current law about three percent 
of a newly awarded beneficiary cohort will have their benefits 
terminated after successful completion of a trial work period. 
We estimate that For the proposed experimental alternatives, a 
one percentage point increase in the recovery level (that Is, a 
change from three to Four percent) would yield significant trust 
Fund savings, on the order of SlOC million per year or larger. 
Thus, the sample sizes we choose insure a good chance of 
detecting a one percentage point change if this change occurs in 
any experimental group. The required sample size total 21,000 
cases, Including 3,000 For each of the Five experimental groups 
and 6,000 For the control group. 

Schematically, the design of the WIE and the sample sizes and 
allocations can be pictured as Follows: c 
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i - . Wcditrrt erttnrion 

JES , 

b 

?A - 502 trrninp offrtr 
<(with 8dditionrl 
year of eligibility) 

3,OOC btntficirrits 

T6 - 100: trminp offce: 
. (rdditionrl year of 

btntfir eligibility) 

3,000 btntf~tirritt 

t2 - Htdirart t~ttntion ' ; 
. 

-lY 

. 3;OOO btntfitirrits 

TS - so: tsrnin:s offrtr 
(with rddi timal ytrr 
of eligibility and 

. ?Itdicrrt extension) 

3,000 beneficiaries 

Group T, represents a control group dptrating under the ‘provision 
of the current law. For each of the$experimental groups, T2’T6 
inclusive, only the programmatfc change(s) specified applies. 

2. Addnistrative Changes \ 

Two administrative changes will be instituted to assure that the 
WIE operates, effectively and efficiently. These changes art 
(1) a face-to-face interview at the start of the experiments that ’ 
explains the experimental changes to the Sparticipating ~ 
beneficiaries, and (2) use of a quarterly report of work and . 
earnings. With these up-to-date reports it is possible to 
minimize the problems benefit overpayments. These changes in 
themselves may alter beneficiary behavior. The experiments 1s 
therefore designed to &test whether these administrative changes 
have a ‘dlrtct, efltct on recovery. 
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The following experimental group make up this portion of. the WE _ 

experimental design: j 

tontro1 croup 
‘for nz 

6,000 

3.2 

3,000 

Qutrttrly ntprt 
QslY 

3,003 

n-3 

CCdtr01 , 

3,000 

This scheme takes advantage of the 6,000 cases that will already 
serve as the control group for the UIE. As a result, only an 
additional 9,000 cases would be ‘required to study’the impact of 
the two administrative changes being tested. 

The considerations used in determining sample size and the 
allocation of cases among the four test gorups involvtd‘in this 
portion of the experiment are essentially the same as those 
discussed for the programmatic revisions. It should~ be pointed 
out that none of these casts (the 6,000, as well as, the 
additional 9,000) will’~involvt tither increased benefit payments 
or Medicare reimbursements. They all operate under present 
program provisions. 

c. Sample Design 

1. Stratification 

In order to improve the efficiency of the, experimental design the 
award population will be stratified by two factors--age and 
medical diary status. Since younger beneficiaries are more 
likely to return to work and leave the benefit rolls, they are 
likely to take advantage of the gxperimental provisions than 
older beneficiaries. Beneficiaries who are scheduled for medical 
reexaminations might be less likely to be granted trial work 
periods because they are judged more likely to recover. 

, 
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The following table defines four age/diary stkata. 

Medical 

Stratum 
\ 

--v- 

Age diary 

--- 
’ 1 

Sl . 

s2 

18-44, ' ' 
(young) 

18-44 1 No 

Yes -- 

s3 45-59 .>' 
(old) 

Yes 

S4 45-59 

Taking these strata into account, the full experimental design has 
the following’ dimensions: ’ 

6,000 
3,000 
5,X4 7 
2,x: 

3,033’ 

3,000 

3,300 

3,oog 1, 
3,ooc J 
6,000 

603 1,830 6OC 3,!-LC 

332 

. 

9cz 353 

600 i,BOC 600 

1,s:; 

3,030 

The allocation to stratum will be-roughly proportionate to ‘size., 
h 
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Note that an additional experimental group, TtO, is shown. This 
, group represents a wsilentw control group. The btntficiaries in 

this group do not receive any program or administrative changes, 
as is the case for group Tg- The beneficiaries in TtO, however, 
will not be processed by the WIE review unit. This allows us to 
test the experimental effect of establishing the special unit , 
itself through comparison of Tg and TIO outcomes. Thus, the 
total number of beneficiaries with any involvement in the WIE is 
nou 36,000. 

2. r’iographic Clustering and Stratification by, Date of ,Award 

In order to limit the impact, of the fact-to-fact treatment 
application on SSA field staff and costs, SSA’s Office of Field 
Operations has asked that UIE sample cases be in no more than 200 
SSA districts. (A district is defined to be an SSA district 
office and its associated branch offices.) We, therefore, group I 
the WIE population into clusters of SSA districts. The selection 
of a sample of clusters is the first stage of selection for the 
WIE sanple. 

The size of these clusters depends on a number of interrelated s 
requirements. The first requiremerrt is our desire to put a full 
repllcsto of the experimental design (or multiples thereof) into 
eac1 ‘).ltls”“r 3* districts 3s indicatol! :n tko following t2blo: 

EhpdmLTz: - StrAtUT 
SrcAL zeal Sl s2 53 54 

T1 20 w ' 2 '.'6, 2 . 10 

I 

3 1'. 5 

T7 

T6 

\Ts 

T10 22 2 6 2 10 
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One hundred-and twenty cases is the minimum number required to 
simultaneously satisfy the allocations discussed above among the 
strata and among the experimental groups. 

Placing a full replicate-in each cluster induces orthogonality 
bttueen treatlaent, (and strata) and cluster and facilates the 
analysis of experimental results. In particular, under the 
assumption of no interaction between treatment and cluster in 
producing experimental .outcomes, the association between 
trta tment .and outcome can be tnsasured by tabulating Area tment 
(and strata, if necessary) results alone essentially ignoring - 
geographic effects. The ability to display, the results of the 
experiments in an uncomplicated manner is of great importance in 
presentations, to those / persons responsible for program and 
operating policy. , , 

The second aspect of the determination of minimum cluster size is 
that each cluster should have a high probability of providing the 
necessary ‘number of sample bases in each stratum to complete the 
design; that is, 12 cases for Sl,’ 24 for S2, 12 for S3 and 72 for 
s4. It turns out that a population of 250 will,yield the needed 
cases with a‘ probability greater than .998. D 

The third aspect to be considered is that the number of districts / 
in the sample must not exceed 200. This constraint has 
implications for the length of the sampling period. There are 
about 614 dlstrlcts contained In the 48 contiguous States with an 
average of about 350 new awards per district per year. ,Since the ~ 
sample each cluster will require 250 awards to achieve a 120 case 
replicate, about 75,000 awards will have to be available to 
obtain the full 36,000 case sample. Since 200 districts can 
supply about 70,000 cases a year, the 200 dist+ict constraint 
implies the need for a 1 year sampling period. 

The 1 year sampling frame will be divided into 6 bimonthly 
sampllng periods’, with a full 120 case replicate of the design 
going into each cluster of districts in each sampling period. 
Each cluster will need to supply 1,350 awards in each year. 
Since each cluster supplies 720 (120 times 6) sample,cases, 50 
clusters are’ required for the sample to complete the design in 
7 year (50 x 720 = 36,000). 

IV. Survey Design and Content 

* 

Ai Design 

1. Respondent rule. 

No proxy responses are accepted. 
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2. Reporting units. 

Individual beneficiary and spouse. 

3. Following movers. 

Ali movers will be Followed. 
,- 
k 

4. Ueighting. 

The basic weight For each sample case will be the reciprocal of '.. 
. the probability .oF selection. No need For ratio estlmationXis 

anticipated. 

B. Interview Schedule/Mode and Content 

In addition to data From administrative records, a baseline 
questionnaire and Followup mail questionnaire dill be administered. 

At the start of the experiient, Field personnel will contact all 
persons (except those in Tl.1 and T1.3 and the silent control group) 
to expiain to them in person. At that time the interviewer will 
administer a short questionnaire designed to obtain data on' 
demographic characteristics, Family composition, amount and source of 
family income and private dlsahiiity insurance benefits. The 
questionnaires will be mailed to members of groups that are not 
contacted For Face-to-Face interviews. 

A suppiemental mail questionnaire will be sent.evety 6 months over 
4 years to a subsample of 10,000 beneficiaries. The questlonnalre 
will be designed to elicit information that will update the baseline ' 
interview and describe how beneficiaries Find jobs and the Factors 
involved.in the success or failure of sustained work. 

v. Response 

Since all participants will be tracked through admini&rative records, ' 
there will be no actual attrition From the study. Response to the 
supplemental questionnaires is expected to be high because they will be 
administered in conjunction wlth required administrative reports. 

VI. Evaluation 

None planned. 

VII. Analysis Pians 

(See text discussion.) 
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CASE STUDY 9 

-t 

“r 

, . 

NATiONAi. MEDiCAL ,CARE EXPENDITURE-JURVEY 
I / I. Purpose 

The National Medical Care Expenditure Survey (NMCES) was designed to 
assess the use of,health,care services and to determine the patterns .and 
character of.health expenditures and health insurance for theelJ.S. 
noninstitutionalized civilian population in 1977. ,The survey was conducted by 
the National Center for Health< Services Research (NCHSRI, as part of a 
landmark study, the National HeaTth Care Expenditures Study (NHCES), which is 
providing information on a number of critical issues of national health 
policy. Topics of particular interest to government agencies, legislative 
bodies, health professionals, and others concerned with health care policies 
and expenditures include: 

o The cost, utilization, and budgetary implications of changes in 
federal financing programs for health care and of,alternatives to the 
present structure of private health insurance. / 

O The breadth and depth of health insurance coverage. 

O The proportion of 'health care costs paid by various insurance 
mechanisms. , 

? The influence of Medicare and Medicaid programs on the use and costs 
of medical'care. - 

O How and why Medicaid participation changes over time. 

O Patterns of use and expenditures as well as sources of payment for 
major components of care. . . 

_- / 
O The-cost and effectiveness of different,federal, state, and local , 

programs aimed ai improving access to care. 
I ' 

O The loss of revenue,resulting from current tax treatment of medical 
and health insurance expenses, particularly with regard to the 
benefits currently accruing to different categories of individualsrand 
employers, 'and the potential effects on the federal budget of proposed . / 
changes to tax laws. 

O How costs of care vary according to diagnostic categories and 
treatment settings. c 

The data for these studies were obtained from the National Medical Care 
Expenditure Survey (NMCES), which has provided the most comprehensive . . 
statistical picture to date of.how health services-are used bnd paid for in 
the United States. The,survey was canpleted in September, 1979. 

Data were obtained in three separate, complementary stages. About 14,000 
randomly selected households in, the'civilian, noninstitutionalized population 1 
were interviewed six, times over an 18-month period during 1977 and 1978. This 
survey was complemented by additional surveys of physicians and health care' 
facilities providing care to household members during 1977 and of employers 
and insurance companies responsible,for their insurance.coverage; 1 

. , 
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_ II. Sponsors 

Funding for NMCES was provided by National Center for Health Services _ - 
Research, which co-sponsored the survey with the National Center for Health 
Statistics. Data collection for the survey was done by,Research Triangle 
Institute, NC, and its subcontractors, National Opinion Research Center of the 
University of Chicago, and Abt Associates, Inc., of Cambridge, MA. Data 
processing support is being provided by Social and Scientific Systems, Inc. of 
Washington, D.C. 

III.' Sample Design 

The survey sample was designed to produce'statistically unbiased national 
. 

estimates that are representative of the civilian noninstitutionalized 
population of the United States. To this end, the study used the national 
multi-stage area samples of the Research Triangle Institute and the National 
Opinion Research Center. Sampling specifications required the selection of I 
about 14,000 households. Data were obtained for about 91 percent of eligible 
households in the first interview and 82 percent by the fifth interview. 

The NMCES area sampling design can be characterized as a stratified 
three-stage area probability design from two independently drawn national area 
samples. The fourth stage involved the selection of ultimate sampling units 

' (e-g., housing units and a special class of group quarters). An essential 
ingredient of this design is that each sample element has a known, nonzero 
selection probability. Also, the national general purpose area samples from 
the Research Triangle Institute (RTI) and the National Opinion Research Center 
(NORC) used in the survey are similar in structure and, therefore, 
compatible. Except for difficulties associated with survey nonresponse and 
other nonsampling errors, statistically unbiased national and domain estimates 
can be produced frgm each sample or fran the two samples c&in&!. 

The first stage.in both designs consists of primary sampling units which 
are counties, parts of counties, or groups of contiguous counties. The second 
stage consists of secondary sampling,unfts which are census *enumeration 
districts or block groups (Bureau of the Census, 1970). Smaller area 
segments generally consisting of at least 50 housing units constitute the 
third stage in both designs; a subsample of households was randomly selected. 
from each of these segments in the final stage of sampling. Combined stage- , 
specific sample sizes for the two designs were 135 primary samplingaunits 
(covering 108 separate localities), 1,290 secondary sampling units, and 1,290 
segments. Here, the number of separate primary areas is less than the sum of 
the number of primary sampling units in the two national primary samp'les since 
units from some of the large Standard Metropolitan Statistical Areas (SMSAs) 
were selected in both samples. Selection procedures for the fourth stage 
included a disproportionate sampling scheme to obtain a target of 3,500 
uninsured households. . <1 

IV. Survey Design and Content 

As noted, about"14.000 households participated in six separate rounds of 
,' 

interviews during 1977 and early 1978. The first interviews began in mid- 
January 1977; subsequent rounds of interviews were conducted at intervals of 
about three months. The first, second, and fifth rounds of interviews were , _. 



conducted in person, as'were about 20 percent of the third and fourth rounds 
and about half of the sixth round; the remainder were conducted by telephone. 

During each of the first five rounds of 'interviews. information was 
obtained on use of medical services, charges for services and sources of 
payment, numbers and types of disability days, and status of health insurance 
coverage. Data collected during the first,intervi& covered the period from 
January 1, 1977, through the date of interview. Data collected during the , 
second, third, and fourth rounds covered the period from the'imnediately 

' preceding interview through the date of the current interview. The fifth 
interview covered the period from the previous interview~through December 31, I 
1977., I . 

. 
Beginning in the second round of interviews and continuing through the 

fifth, the household respondent was asked to review a caputer-generated 3 
sumnary of data previously reported on health care services received and 
costs. This review permitted a check for accuracy and completeness and 

' provided the necessary information to check continuity among the interview 
rounds for such data as health insurance coverage and charges for multiple 
services. \ 

The sixth round of interviews consisted of a series of supplemental 
questions covering limitations of activity, status of income tax filing, and 
the amount of itemized medical, deductions. Supplemental questions also were 
asked during the second through fifth round in,terviews. These.questions 
covered employment, health insurance, access to,health care, barriers to care, 
ethnicity, and 'incae and assets. 

,In addition to answering questions, each survey participant: was asked to 1. 
sign a permission form so that each physician or facility that had been 
reported as providing medical care during 197.7 could release information about 
the patient. In cases where's person had not reported receiving medical,care 
in 1977 from his usual source of medical care, a permission form for his usual 
source of medical care was requested. Persons with health'insurance policies 

'were asked to sign a permission form authorizing release of information by the 
employer, union group, or insurance ccmpany. When employed persons reported 
no health insurance coverage, they were asked to sign a permission form 

1 authorizing the employer to 'provide information about the insurance coverage 
that was available. These forms were collected at various times‘ during the 
survey and provided data which was the basis for the, subsequent surveys of 
medical providers and health insurers. 

V. Response Rates I 

Data'were obtained for approximately 91 percent of eligible households in 
the first interview and 82 percent by the fifth interview. Of 38,815 
participants 'in the NMCES, 4146, or 10.7 percent failed to respond for the 
entire time. period of 1977 for which they were eligible to'respond. For 
example, a person could have refused participation after Initially cooperating ' 
.in the first interview by not responding for the remainder of the 
interviews. Similarly, the inability to reestablish contact with a 
participant after change of residence would result in th\is type of 
nonresponse. This problem of partial nonresponse is not limited or unique to 
the NMCES, but characteristic of national panel surveys in general. 
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VI. Evaluation Canponent 

The NMCES used several methodological innovations to insure data 
reliability. During each round of interviews, respondents were asked to 

total charge and sources of payment for each inpatient ' report the diagnosis, 
hospital stay, medical provider visit, dental visit, prescription drug, or 
purchase of eyeglasses or other medical equipment. In addition, respondents 
were asked to provide information about their health insurance coverage. Data 
on health care use and expenditures were updated each round through the use of 
a computerized surmrary of the information reported in the previous 
interview. Respondents were asked to review this information and make any 
needed additions or corrections. In particular, the smary was expected to . 
allow respondents a means to provide more complete charge and payment data -at I , 
a later date if it was unknown at the time of the interview. All respondents 
were asked to complete the sumnary. Approximately 32 percent of household 
survey respondents were also included in the medical provider survey. The 
medical provider survey (MPS) was a record check or verification procedure to 
obtain expenditure and diagnostic data from physicians and hospitals who 
treated a sample of household respondents during the year. Thus, for each 
person in the household survey the data obtained from the questionnaire was 
checked in a subsequent interview through the summary mechanism and in about a 
third of the cases, subjected to verification through the MPS. In addition, 
household data on health insurance coverage was verified thmugh the Health 
Insurance/Employer Survey (HIES) which collected, for each private health 
insurance plan reported in the household survey, data from,employers, 
insurance carriers or other insuring organizations. 

VII. Dati Products and Analysis l 

NCHSR has developed National Medical Care Expenditurei Survey data files 
and documentation for public use. As of spring 1985, over 100 different 
research studies based on NMCES data had been published. A detailed Annotated 
Bibliography of Studies fra the National Medical Care ExpenditureSurvey is 
available from the National Center for Health Services Research. 
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CASE STUDY 10 

NATIONAL MEDICAL CARE- UTILIZATION 'AND- EXPENDITURE SURVEY 
I. Purpose 

'The National Medical Care Utilization and Expenditure Survey (NMCUES) 
was aesiyned to collect data on health, accessto and use of medical services, 
charges and sources of payment for medi Cal services, and health insurance 
coverage for the 1J.S civilian noninstitutionalized population during 19r)r). 
NMCUES was developed from a series of surveys concerning health, health 
care, and expenses for health care. However, NMCUES drew most heavily 
from two surveys -- the National Health Interview Survey (HIS) and the National' 
Medical Care Expenditure Survey (NMCES). 

The HIS is a continuing survey that began in 1957 and is conducted by 
the National Center for Health Statistics (NCHS). -Its primary purpose is to 
collect information on illness, disability, and use of medical care. Although 
some medical expenditure and insurance information has been collected in‘the 
HIS, a cross-sectional survey design was inefficient for obtaining complete and 
accurate informatipn of this type. 
procedure ,would be required, 

It was concluded that a panel survey 
and a ,pilot survey tias conducted for the 

NCHS by the Johns Hopkins University Health.Services Research and Ilevelopment,Cente 
and by k’estat Hesearch, in 1975 - 76. 

based on information obtained during the pilot study, the National Center 
.for Health ,Services Research (NCHSR) and NCHS cosponsored the National Medical Care 
Expenoiture Survey in .I977 - 78. This was a panel.survey for which householas ' I 
were interviewca six times to obtain data for 1977, 

NfILUES was similar to the NFlCES in survey design and questionnaire wordi,ng, 
to allow analysis of change dur! n 9 the 3 years between 1977 and lOF,O. Both 
NMCUES and NMCES are similar to the HIS in terms ot question wording in areas 
common to all three surveys. 
emphasis on different areas. 

However, each survey is different with special 
Together they provide extensive information on 

illness, disab?l! ty, use of medfcal care, costs,of medical. care, sources of 
payment for ned’cal ,care, and health insurance coverage at two points in time. 

II. Sponsors 
. 

I ' 

WCUES was cosponsored by NCHS and the Health Care Financing Administration 
(HCFA). Data collection was provided under contract by the Research Triangle 
Institute (WTI) of Kesearch Triangle Park, North Carolina, and its subcontractors, 
National Opinion Kesearch Center (WRC) of Chicago, Illinois, and Systefletrics, 
Inc., of Santa Barbara, California. 

,197X 
The contract was awarded in September, 

_I\ 

*r 

III. Sampie Design NHCUES utilized two frames, the first to provide 'a T 
national household sample and the second to provide a State Medica'd 

. household sample. The process of selecting each sample was different, 
and ? s described separately. 
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A. The National Househola Sample: 

The NMCUES sample of dwell'ng units is derived from two independently 
selected nat'onal samples; one provided by HTI and the other by NORC. The sample 
designs used by KTI and NOHI: are quite similar with respect to principal 
design features.‘ Both can be characterized as self-weighting, stratified, 
multistage area probability designs. The principal differences between the 
two designs are the type of,stratif?cation variables and the specific definitions ! 
of sampling units at each stage. 

8. The State Medicaid Household Sample: 
F , 

The November, 1979 Medicaid eligibilfty files in California, Michigan, 
hew York and Texas re‘re used as frames to select a sample Of cases for the j 
State Medfcajd household component of the survey. A case generally consisted 
of, all members of a family rece'ving MedicaSd within the same category of aid. 
The State a’d categories were collapsed 'nto three or four strata, depending 
on the State. These were: (1) a!d to the blind and disabled; (2) aid to the 
elderly (those w!th Supplementary Security Income); (3) A'd to Famil'es with 
Ueuenaent Children (AFDC); and (4) State only a;d in California, Michigan, and 
hew York, wh'ch prov'ded some fledjcaid coverage w'thout Federal reimbursement. 
Cases !n other Federal aia categories were excluded from the target populat'on 
because the counts were too few to pernit separate strat'fication. Approx'mately 
equal numbers ot cases were selected from each stratum, and cases were clustered 
bj z!p coaes for ease of cnterview'ny. The lack of a central automated eligjbility 
f'le ;n flew York State (outside of the five' New York City boroughs and a few other 
count'es) requ 'red selectjon of counties before stratif'cation. Yithin many of 
these counties, the lack of automation also required~ cases to be sel'e.cted wjthout 
COnSiaeratiOn of zip codes. 

r: . L! nks to Admin'strative Records: 

In ada’tion to the data collected during interviews with sample householos, 
another phase ot data collection occurred after the final round of household 
fnterv!wi ny was completed. Medscaid and Medicare numbers provided by the 
household were used to extract data trom the Medicaid files of the Federal 
government. Ilata from the admin'strative records were merged with the house- 
hold data to increase the analysis capabilities of the data. ’ 

IV. survey Design and Content 

A. Des'yn 

1.' Respondent Rules -- 
/ 

The respondent for the interv'ew was required to be a 
household member, 17 years of age or older. A non-house- 
hold proxy respondent was permitted only if all eligfble household 
members were unable to respond because of health, language, or 
mental condition. 
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. 
. ’ 2. Followiny Hovers -7 

The rules for following movers were slightly different for the 
\ national household samples and the State Medicaid sample. Ffrst, 

for the national household survey all persons living inthe housing 
units or group quarters at the time of the first interview contact 
became part of the sample. llnmarried students 17 - '22 years of 1 

? Y I age who l-_ived away from home were included in the sample Sf their 
parent or yuardian was included in the sample. In addition, persons 
who died or tire institutionalized between January 1st and the 

1, date of first interview were included in the sample'if they were 
related to persons Jiving in the samplqd housing units or group 
quarters. All of these persons were consIdered "key" persons, and 
data were collected for them for the full 12 months or 1980 or 'for 
the proportion of, tinie they were part of the U.S. civilian noninsti- 
titionalized population. In addition, babies born to key persons 
were also considered key persons, and data were collected for them 
from the tirrre of b'rth. . 

Relat'ves from outside the original population (i.e., institutionaidzed, 
in the Armed Forces, or, outs'de the United States between 
January 1 ‘and the first interview)~who moved in w'th key 
persons after the first interview also were considered key per- 
sons, and data were collected for them from the time that they joined 
t,he key person. Relat'ves who moved in w4th key persons but were part 
of the civilian noninstitutionalized population on January 1, 1980, 
were classified as "non-key" persons. Data.were collected for non-key 
persons for the, time that they lived with a key person. Because 
non-key persons had a chance of selection in the initial 
sample, their data will not be used for general analysis. However, 
dat’a for non-key persons are used for family analysis because 
they do contribute to the family’s utilization of and expenditures ,_ 
for health care during the time that they are a part of the 
fam'ly. 

For the State Medjcaid'sample, interviewers obtained 
information for each eligible ‘menber of each case. Case 
members who died before January 1, 1980, or who were continuously 
institutionalized between January 1, 1980 and the first 

' I interv!ewer contact, were excluded from the survey. Any 
related person liv'ng with a case member when the interviewer 
contacted the household also was designated a key person, and 
was tracked for the complete year. 

. . 
In addition, babies born to key persons were considered key 

persons,.a,na data were collected for them from the time of birth. ' 
, Relatives outside the U.S. noninstitutionalized population between 

January 1 and the date of the first Interview who moved in with a 
key person after the first interview also were considered key persons. 
Data were collected for them for the rernafnder of 1980. Persons wha 

. 129. - 



were Qart of the U.S. noninstitutionalized population on January 1, 
1980 and who moved in with a key person after the first interview, were 
classitied as non-key persons; data were collected only for the t'me 
that non-key persons lived with a key person. These non-key persons 
are 'ncluded only in family analysis. 

3. Weightin -- 

For the analysis of NIlCUES data, sample.weights are required to 
I. 

compensate for unequal probabi jities of selection, to adjust for 
the potentially biasing effects of failure to obtain data from some _ 
persons or hwseholds (i.e., nonresponse), and failure to cover -.- 
some portions of the population because the,sampling frame dfd not 
include them (i.e., undercoverage). 

o Bas'c Sample Design \Je'ghts'-- Development of we'ghts reflecting the 
sample desiyn of NMCUES was !the f irst step in the development of weSghts 
for each person in the survey. The basic sample weSght for a dwell'ng 
unit is-the product of fou. r weight components wh!ch correspond to the 
four stages,of sample selection. Each of the four we:ght components 
is the inverse of the probab'lity of selection at that stage (when 

. sampli.ny was w'thout replacement), or the jnverse of the expected 
number of- selections (when sampl'ny was-with replacement and multiple 
select'ons of the sample un't were possible). ' 

o Two Sample Adjustment Factor -- As previously described, the fBlCUE5 
sample is conprised of two 'ndependently selected samples. Each 
sample, to9ethe r with its basic sample design weights, yields 'ride- 
-pendent unbiased estimates of population parameters. As the two 
HWUES samples were of approximately equal size, a s'mple average 
of the two independent estimators was used for the combined sample 

- estimator. Th's is equivalent to computing an adjusted basic sample 
design wetght by d'vfding each basic sample design weight by two. In 
the subsequent aiscussion, only the combined sample design weights- 
are cons'dered. 

'1 Ratio Aojustment (Household Level)‘-- The basic samplfng we'ghts we-re 
ratio adjusted to decrease sacnpl!ns variation and to compensate for 
housettold level nonresponse and undercoverage. In total <there were ' 
b3 ratio adjustrent cel.ls which were formed by cross-class'fy'ng race, 
he, and type of household head and size of household. Estimates from 
the 19W.I CPS were used for populat'on contro,ls. 

o Ratio Adjustment (Person Level) -- The household level adjusted 
weights were further ratjo adjusted at the person level. A total 
of 59 ratio atIJustment cells (based on age, race and sex) were \ 5. 
u'til!zefl. Population controls, wh!ch 'rrere provided by the 
U.S. f;onsus bureau, were based on projections from the 1980 Census. 

f '. 
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4. 'interview Schedule -- 

'S 

Thi sample dwelling units we're8interviewed at approximately 3 month intervals 
beginning in February, 1980 and ending flarcti, 1981. The core questionnaire was 
administered during each of the five interVfW'rounds to collect data on health, 
health care, health cafe charges, sources of payment, and health insurance coverayc 
A summary of responses was used to update infpmation reported in previous rounds, 
Supplements to'the core questionnaire,were used during the f! rst, third,'and fifth 
interview rounas to collect data that did’not change during the year, or,that were 

? 
needed only once. 

I ~ 
5. Interview Uode -A \ 

Approximatkly 8U ,perc&t of the th fro and fourth round interv!'ews were conduct 
by,telephone; all remaininy interviews we'?e conducted in person. , 

\ b. 5urveq Costs -: _ 

The basic sur.vey design and data collection contract w'th RTI and NORC cost 
approxir.lately SM.9 million dollars. 

' 

Y. Content: 

1. Core and .Interm!ttent Questions -- 

The repet'tive core of quest'ons for WCUES included health insurance coverage 
epjsodcs of illness, the number of bed days, restricted actjvity says, 'hospital 
idrni ss’wis, physicjan ana dental v!sits, other ned'cal care encounters, and purchase 
of prescribed medic'nes. lFor each contact with the med'cal care system, data were 
obtained on the nature of the health cond'tions, characterist'cs of the provider, ' 
services -proijaed, charges,, sources, and amounts of payment.. Questions asked only ' 

' once included aata on access to med’cal care ‘services, limitation of activ'ties, 
occupation, 'ncome, and other sociodemoyraphic chara'cteristics. 

2. Cross-Nave'Controls -- 

c 

Collection oi data from the households was facilitated by the use of i calendar 
and a surrey. 
I;iven a calenda 

At the tine of the first interv'eg, the household respondent was 
r on which to record information about health problems and health 

serv'ces utilization, and to assemble physician and other provider bills between 
'nterv'ews. Follow'ny each household interview, infohation about health provider 
contracts and the payment of charyes associated with them was used to generate 
a computer summary *of information provided. This summary was then printed out 
in a simple format and mailed to the household for review of its'accuracy and comple 
ness prior to the next interview. 
revjewed this 

At the subsequent interview, the interviewer? 
information with the household respondent to ensure accuracy and to 

obtain information not available during a previous interview. 1 - 

v. ‘Response 

P . . Survey' Honresponse 
: 

Response rates for hodseholds and persons in the NMCUES were high, w!th 
approximately 90,percent of the sample 'households agree'ng to participate in the 
survey, and approxiniately 94 percent of the individuals in the participat'ng house- 
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holds supplying information. Even though the overall reiponse rates are high, 
survey based estimates of means and proportions may be biased if nonrespondents 
tend to have different health care expetiences than respondents, or of there 'is a 1 
substantial reiponse rate differential across subgroups of the target populat3on. 
Furtnermore, annual totals will tend\to be underestimated unless .allowance is made 
for the loss of data due to nonresponse. 

Two methods commonly used to compensate for survey nonresponse are data 
imputation and the adjustlnent of sanpl'ny weights. For NMCUES, data'imputation r: 

was used to compensate for attrition and for item nonresponse, and weight adjust- 
ment was used to compensate for total nonresponse. The calculations of the weight 
aojustnent factors were discussed previously in the section on Gunpling weights. ", 

1 Attrition Imputation -- ., . i 

4.special form of the sequential hot deck ,imputation method was used for _ 
attritfon imputation. First, each sample person with incomplete annual data 
(referred to as a 'recipient') was linked to a sample person with similar demo- 
graphic and socioeconomic characteristics who had complete annual data (referred 
to as a 'donor'). Secondly, the time periods fo. r which the recipient had missing 
data were divided into two categories: Imputed eligible days and imputed inelfgible 
days. The imputed eligible days were those days for which the donor was eljgible 
(!.e., in scope) and the imputed ineligible days were those days, for which the 
donor was inelig'ble (i.e., out of scope). 

The donor's medical care experiences such as medical.provider visits, 
dental visits, hospital stays, etc., during the imputed eligible days wqre 
imputed into the recipient's record for those days. Finally, the results 
of the attrition imputation were used to make the final determination of 
a person's respondent status. If rare than two-thirds of-the person's ' 
total eliyible days (both reported and imputed) were imputed, then the person 
was considered to be a total nonrespondent and the data for,the person was 
removed from the data file. 

2. Item Nonresponse and Imputation -- 

Among persons who are classified as respondents, there is still the possibility 
tnat tney may tail to,provide information for some o r many items in.the questionnaire. 
In the WCUES, item nonresponse was particularly a problem for expenditures 
for health care, income, and other sensitive topics. The extent of . 
missing data varied by question, and imputation for all items in the data 
file would have been ~expensive; ,Imputations were made for missing data 
on key demographic, economic, and expenditure items across the five data 
f!les in the Public Use Data Tape. Table 1 (page 13) illustrates the extent of 
the item nonresponse problem for selected survey measures which received 
imputatfons in the four data files used in this report. . h 

Demographic items-tend to require the least amount of imputation/some at 
insignificant levels such as for age, sex, and education. Income items had h'gher 
levels of nonresponse , ,and for total personal income, which is a cumulation of all :z 
earned income and 11 sources of unearned income, nearly one-third of the persons 
requirea imputation fo r at least one component. The bed disability days, work loss 
days, and cut down days have levels of imputation that are intermediate between the 
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3 
demographic and income items.' I 

The highest ,levels of imputation accurred for the importani charge items on t 
various visit, hospital stay, and medical expenses files. Total charges for med!c 
visits, hospital stays, and prescribed medicines and other medical expense records 
were imputed for 25.9, 36.3, and 19.4 percent of the events, respectively. Among 
the source of payment data, the imputation rates for the source of payment were 
small, but the rates for'the amount paid by the first source of payment was genera 
subject to high rates of imputation. Nights hospftal'zed on the hospital stay fil 
was imputed at a rate comparable to the first source of paylnent. 

The methods used to impute for missiny items were diverse and tailored to the 
measure requiring imputation. Three types of imputation predominate:,,Edit;ng or 
logical imputations; a sequential hot deck; and a weighted sequential hot deck. ' 

The imputation process will be described for two items to illustrate the 
nature of imputation for the NMJES. For Hispanic Origin, two different imputat'or 
procedures were used; logical and sequential hot deck. Since Hfspanic Origin was 
not recorded during the interview ‘for children under 17 years of age, a, log'cal 
'mputation was made by assigning the Hispanic Origi'n of the head of the household 
to the child. For the remaining cases which were not assigned a value by this 
procedure, the data were yrouped into classes by race of the head of the house- 
holo, and within classes the data were sorted by household identification number, 
primary sampliny unit, and segment. An unweighted sequential hot deck was used 
to impute values of Hispanic Origin for the remaining cases with miss'ng values. 

The imputations for medical visit total charge were made after extensjve 
nad. been done to eliminate as many inconsistencies as possible between sources 

ed't! 

of payment data and total charge. The medical visit records were-then separated 
into three types: Emergency room, hospital outpatient department, and doctor vis!t 
W'thin each type, the records were classed and sorted by several Fasurer which 
d'ffered across visit types prior to a weighted hqt deck imputation. For example, 
for doctor visits the records were classified by reason for visit, type of 'doctor 
seen, whether work was done by a physician, and age of the ind'vidual. W!th!n the 
groups formed by these classing variables, the records were then sorted by type 
of insurance coverage and the month of visit. The weighted hot deck procedure 
was then used to impute for missing total charge, sources of payment, and sources 
of payment amounts for the classified and sorted data file. 

Since imputations were made for missing items for a large number of the' 
important items in the MIlCUES,'they can be expected to influence the results of 
the survey in several ways. In general, the weighted ,hot deck is expeoted to pre- 
serve the means of the nonmissing observations when those means are for the total 
sample or classes within which imputations &ere.made. However, means for othe- 
subgroups, particularly small subgroups, may be changed substantially by imputation, 

In addition, sampling variances can ,be substantially underestimated when imputr 
values are used in the estimation process. 
values imputed, 

For a variable with one-quarter,of its 
for instance, sampling variances based on all cases will be based 

on one-third more values than were actually collected in the survey for the 
given item. 

I at least. 
That ii, the variance would be too small by a factor of one-th'rd, 

Finally, the strenyth of relationships between measures which rece'ver: 
imputations can be substantially attenuated by the imputation. 
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VI. Analysis and Evaluation 

Since 1YtW NCHS has awarded a numbe. r of contracts for the review and 
analysis of NEICUES data, to evaluate the quality of the data and the data 
collection and processing methods. Thfs includes a, contract with Westat (of 
Rockville, Maryland) to evaluate NMCUES data collection.and data process'ng; 
and a series of 3 contracts with the University of Michigan to analyze findings 
'related to physicfans' charyes, patient expenditures and sources of payment. 
Another contract, with Applied Manayement Sciences, 

f 
examined famfly characteristics I 

and expenditures for health care. : ' 
i 

VII. Oata Products ". 

Data from the NMCUES are ava'lable with documentation on public use tapes 
from the National Technical Information Service, a di.vision of the Departrnent 
of Coml:lerce !n Spr'ngfield, VirgSnia. -Additional information concerning the 
publfc use tapes !s available from the Utilization and Expenditure Statistics r 
branch, NCliS. 

Find'nys from the-survey were presented in official publications pr'mar'ly ' 
from the gOVeFnmnt'S,PUbliC Health Serv'ce and Health Care Financjng Admfnistration 
in 1983 - 85. A number of analyses of NFICUES appeared in,a Working Paper ser'es ' 
publ'sheo by the NCHS which,now has ove r 20 t'tles, as well as in professional 
Journals deal'ng with public adm'nistration anp publ'c health. \ 

Y 
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,Table 1.. Percent of Data Imputed for Selected Survey Items 
in Four of the NMCUES Public Use Data Files. . 

Tape Location Survey Item Percent Imputed 
/ 

Person File (n = 17,123) _ . * ' 

. 

Age . 
, 

/' 
Race 200:: (1) 
Sex 0 .l 
Highest Grade Attended 0.1 
Perceived Health Status 1 0.8 ' 
Functional Limitation Score k 3.2 
. . , ' 

Number of Bed Disability Days 7:o 
Number of Work Loss Days 8.9 
Number of Cut Down Days' 8.2 

', Wages, Salary, Business IncoA 
\ 

9.7 
,' L Pension Income 3.5 

Interest Income 21.6 
Total Personal, Income 30.4 (2) 

rlea'car Visit 
-m- 

File' ' SW (n= 86,594) * 1 

Total Charge 25.9 
First Source of Payment 1.8 

- First source of Payment Amount ' 11.6 .' 

nosp:tal xay 
File -_I_ (n - 2,946) - 

Nights Hospitalized 3.1 
Total Charge 36.3 
First Source of Payment il.? 
First Source of Payment Amount 17.6 

flea: calExpenses 
File (n = 58,544). -m 

Total *Charge . 
First Soubce of Payment 
First Source of Payment Amount 

(1) Race for children &der 14 imputed from race of head 
(2) Cumulative across 12 types of income 
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CASf STUDY 11 ’ 

LD,NGITUDINAl ESTABLISHMENT FATA FILE b 

I Historically; the economist has relied upon aggregate economic information , 
from various sour,ces (including the Census of Manufactures and Annual Survey of 
Manufactures (ASM),programs) to investigate the changing structure of the 

' manufacturing sector of the United States economy. It has not been possible 
to observe the variations-in behavior among establishments (plants) or to 

P. f determine how changes in the behavior of individual establishments affeoted 
the enterprise (firm) or the aggregate $tatistical totals. The Census Bureau, 
has developed a Longitudinal Establishment Data (LED),file which, when 

‘\ coupled with recent advances in econometric computer software, makes possible 1 ' ' 
/ a wide range of empirical analysis at the manufacturing establishment level. 

The LED file was developed in cooperation with the National Science ,, 
Foundationunder the general direction of Nancy and Richard Ruggles of Yale 
University. The LED file is a time series of economic variables collected. 

. from manufacturing establishments in the Census of,Manufactures and Annual 
Survey of Manufactures programs. The LED file contains establishment level 
identifying information; basic information on the factors of production 
(inputs, such as levels of capital, 'labor, energy and materials) and the ' 

> products produced (outputs); and other,basic economic information used to , 
define the operations of a manufacturing plant. The LED file resides in a 
random access detabase environment which facilitates immediate access to 
individual data values. 

story Hi 

The ASM program was initiated ,in 1949 and provides detailed economic 
information on the functioning of manufacturing plants in intercensal years. 
Since the inception of the ASM program the Census Bureau has understood the .' 
potential of linking establishment records across ASM survey years to create ~ 

' a longitudinal micro level.data file suitable to perform time series analysis. 
The Ruggles' were particularly interested in developing such a file for 
various types of microeconomic studies. ', 

The first real attempt at creating such a file,was undertaken in the late 
1950's using the 1954 Census of Manufactures aj a starting point. .This first 
attempt tried to match establishments across time using survey identification 
numbers as keys.' While a significant portion of the establishments had 
retained thpir identification numbers for several years, many identification . 
numbers had been-changed and no audit trail was maintained; There was really 
no way of linking such establishments except by laborious search of the name 

.and address,records in the mailing directory; In those days, shuttle forms 
were usedland thus the linkage of identification numbers in different years 
was not critical in order to measure year-to-year change in manufacturing- 
establishments. 

This first attempt at.a matching of identification numbers 'required a 

i 
labor intensive effort to ensure accurate matches. This experience led to 
modifications in the ASM processing that placed greater responsibility on the 
directory to document identification number changes and'to link old and new ~ 
identification numbers. It 'also led to the introduction of the concept of the 

i permanent plant number that would be assigned to an establishment throughout 
its life in the ASM brogram. This permanent identification number became critical 
not only to the directory controls but also to new methods'of~editing and tabulation. 
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Considerable staff and computer time were expended on this first effort and 
a large segment of the ASM file was successfully matched for the years 1954-1962.’ 
However, since the computer record for many establishments did not include all 
corrections resulting from the survey review, and because many nonmatches were I 
left unresolved, the file was not developed to the extent necessary to be usable 
for a wide variety of longitudinal studies. 

The.first effort at creating a time series file of establishment level 
microdata was discontinued in 1968 because of budget restrictions. However, 
the experfence gained from the first effort added significantly to the directory, I ‘L 
editing and tabulation techniques used in the ASH; specifically the computer 
edit o,f the Census and ASM programs were modified to incorporate more year-to-year , 
analysis. *I- 

During the 1970's several major advances were made at the Bureau which made 
it possible to renew the effort to develop a longitudinal establishment file; 
First, the Industrial Directory was started in 1972 which solved the problems (j 
of linkage of identification numbers due to changes in ownership. Second, 

' the establishment correction system introduced into the Census and ASH programs 
in 1979 assures that all corrections made by the staff during the review of the 
data are applied to the data records. Prior to 1975, budgetary constrafnts 
prevented the complete correction of the computer data files, although the , 
corrected 'data were fncluded in the official published statistics. .\ 

The current effort to develop the LED file was undertaken aska joint effort 
by the Census Bureau and Richard and Nancy Ruggles of Yale University, with 
funding provided by the NSF and the Small Business.Administration. The Census 
Bureau has created a longitudinal data file of individual manufacturing establish- 
ment data from the Census of Manufactures and ASM for the years 1972 to 1981. 
This process required the‘linkage of establishment level records based upon 
identification numbers. This linkage process was complicated by the numerous 
plant closings, plant openings, mergers and acquisitions that transpired during 
the decade covered by the file. 

A computer match was performed to li'nk establishment records over time, 
linkage problems were resolved by the data analysts so that a consistent series 
of economic surveys is avaflable for each establishement in operation during the 
period covered. The linked data were reformatted into a data structure suitable 
for such a file and extraction routines were developed so that data can be 
removed from the file. ' \ 

Contents of the File 

The basic unit of colleotion for the Census of Manufactures and the A31 is 
the manufacturing establishment. Thus the establishment is the basic unit of 
data storage in the LED%f.ile. An establishment is defined as a single=physical 
location engaged in one of the categories of industrial activity in the Standard 
Industrial Classification (SIC) system. The SIC system is used in the classifi; 
cation of manufacturing establishments by type of activity in which they are 
engaged; it facilitates the collection, tabulation, presentation and analysis 
of census data relating to establishments. 

The data are stored as a time sequence of survey responses for establishments 
rather than as a time series of annual observations for variables. The data 
are sorted by a permanent establishment identification number and survey year-. 
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The data for a particular *year are stored in modular sets of fixed length 
records; data for a module (a set of variables) have a consistent format' for 

' all years. 

* The variables.available from the LED file are presented in Table 1, the LED 
Directory. As this table indicates, basic economic information on the factors 
of production (inputs)Csuch as employment, payrolls;~ supplementary labor costs, 
worker hours, cost of fuels and electricity, cost of materials, capital expen- 
ditures, rental payments , ,inventories and on the products produced (outputs), 
such as value of shipments and value added; are available .for all years. In 
recent years, a number of new items have been added, including the consumption 
of specific types of fuels, methods of valuation or‘fnventories, purchases of 
used structures and machinery, retirements, and depreciation. The'detailed 
information obtained in census yea>rs on materials consumed and on products 
shipped are not available from the ASM, thus a continuous time series is not 

. available for those variables. I 

Methodological Problems I ' I 

Data Comparability through Time: 

. . The main objective of survey processing is to identify "significant errors", 
those that affect the quality of the aggregate data or the test for confi- 

GCialfty. We cannot afford the cost of cleaning up 'insignificant" data 
errors. Therefore, we do not always insist on xomplete and correct data ,for 
each establishment, even in a sample, and rely instead-on our computer edit 
to maintain the conpleteness of the record, to "estimate" data for establish- 
ments:that fail to report, and to identify "significant" errors (edit failures) 
that are referred to the analysts for review. This means that some data errors 
remain in the records of the individual establishments. It should be noted that 
data "flags" included in the 1ongftudfnal,ffle will indicate which cells,have been 
computer changed or analyst corrected. . 

Most importantly, because of cost, we have concentrated on year-to-year 
comparisons of establishment data. Our computer edit has been designed to 
work with only two periods of data; current year and previous year. Our aggre- 
gate review focuses on two years of data, current and ,prevfous, although trends 
are also considered. For economic research purposes, where micro data for 
several years are needed this type of editing and review may not be sufficient. 
Different problems will come into focus when establishment data are edited I 

. and reviewed over a long -period of time as compared to using only two years. 

Another factor that affects data comparability over time involves the 
errors that are fdentified.during the survey processing, but which are not 
carried back to the file because of cost considerations. .As noted'earlier, 
this situation was virtually eliminated with the introduction of an 
establishment correction system ,for the 1975 ASM. For the 1972 Census and ' 
the 1973 and 1974 ASM, this system was not available, but efforts were taken 
to assure that most of the corrections tierq carried back to the file. ,There- 
fore for these years a tabulation of the computer file will'yield results,. 
very close to the publication totals. 

Data comparability over time may also be affected by two other factors. 
The first involves a change in the definition of an individual item. An example 
of this will occur for the 1982 Census of Manufactures in regard to inventories. 
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Prior to 1982, 
Investigations 
indicates that 
and even among 

information on the book value of inventories was collected. 
of methods used by'ivfdual companies to compile inventories 
the best way to obtain consistent data among different companies 
individual establishments of the same company is to request ‘LIFO 

, 
. 

(last-in-first-out) inventories before the application of the LIFO adjustment 
or reserve. Therefore, the inventories inquiry has been revised for 1982 
to collect data on a pre-LIFO basis (i.e., gross value before any LIFO reserve 

1 or adjustment). However, since we will be requesting additional information 
including the amount of the LIFO reserve, we will be able to "estimate" book 
value for 1982. 

The second factor that would affect data comparability involves modification 
of the computer editing procedure used for a particular item; An example 
occurred in the 1977 census when the addition of retirements and detailed 
capital expenditure items to the report form resulted in a complete change 
of the editing procedure used for the assets-expenditures-retirements complex. 
Assets data continue to be collected as in the past, but the new computer 
editing procedure probably resulted in a "break" in the series for a few 
establishments whose assets data were edited differently for 1972 through 
1976 as compared to 1977 and subsequent years. . . -~ 

Availability of' “Processed" rather than "Raw': data: 

-In analysis of an establishment file, some researchers feel that the actual 
data reported by the respondent are preferable to the data that have been edited 
and changed (without verification by the company). 'However, the data files 
used for the development of the time series file include a mixture of "raw" 
,(originally reported) and computer-corrected data. The "raw" data are no lotiger 
available for all establishments. 

Therefore, 'researchers who advocate economic research based only on "raw" 
microdata will-find the Census/ASM LED to be of limited use. .We have already 
noted that data "flags" included in the~longitudirial file will indicate which 
cells have been computer changed or analyst corrected. As a result, researchers 
may choose to isolate only the "raw" microdata that remain unchanged as a result 
of Census Bureau processing procedures. 

Disclosure ' 

The 1 ast problem to be discussed, and the most complex, involves disclosure 
implications. Data collected by the Bureau of the Census are protected by Title 13 
of the U.S. Code' from disclosure to outside parties. All tabulations and analysis 
of longitudinal data must be analyzed to ensure that no individually identifiable 
confidential data are released to outside users. Bureau of the Census policy also / 
requires that the Center for Economic Studies prevent actual estimation or close 
approximation of individual confidential data from released statistics. This is 
accomplished by applying the Census Bureau's respondent and concentration rules, 
which may require suppression of fndividual data cells. Additional suppnession 
of nondisclosure cells may be required in cross-tabulations to avoid complemen- 
tary or indirect disclosure of confidential data. 

After a request for tabulation or analysis is received by the Center a 
comprehensive analysis of possible disclosure of sensitive info'rmation wiil be 
performed. The user will be notified of possible disclosure which would require 

r 
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. 
the suppression of information. Due to the complex nature of the LED file, 
each.dfsclosure analysis will be handled on a case by case basis. Under no 
circumstances will the Bureau release names or addresses of establishments I 
in the file. Also the-Bureau will not release microdata in any format which 
would allow identiffcation of fndfvidual establishments. \ 

The results of each project must be carefully scrutinized in terms of 
disclosure implications before the data can be released to the researchers. 
The effects of ownership changes, industry changes, corrections made as a 

*result of reviewing the establishment data, and so forth; must be.taken into 
consideration. Furthermore, if the tfme series data are subject to regression 
analysis or other mathematical analysis, interesting questions are raised on 
what information'can be released. Finally, the results of each project must 
be compared against the results of previous studies in order to avoid comple- 
mentary disclosure problems. This is.quite an undertaking, and, at present, 
a systematic approach to handling disclosure problems has not been developed. 

How #ill the File be Used 

Users of the LED file‘~ill work through the staff of the Center for 
Economic Studies (CES). A major purpose of the CES is to make industrial . 
data available to the data user comnunity of economic policymakers and 
researchers,to facilitate analysis and research. The result of that analysis 
and research will then help the Bureau-to improve its economic measurement 
programs. The Census confidentiality policies and the U.S. Code limit direct 
access to fndfvidual establishment data to Census employees who have sworn 
to protect their confidentiality. This regulation precludes direct access to 
the LED data by outside researchers - only sworn Census employees $11 have 
direct access to the LED file. I 

The CES will act as' the interface between the data user community and the 
LED file by processing requests by outside researchers for tabulations and 
analyses of the LED file. The CES is creating a computer environment that 

_ will'pennit low-cost expeditious processing of user requests. It will be 
possible for an outside analyst to,request cross-tabulations of aggregate 
statistics, estimations .of econometric models, and other economic and 
statistical relationships based on'the establishment level data. These tasks 
will be performed on a cost-reimbursable basis. 

The types of tasks that can be performed using the LED file include: 

1. Analysis of a wide range of issues from the field of industrial 
organization, including diversification, concentration, ownership 
patterns and changes, and monopolistic and oligopolistic industries. 

G 
2. 'Analysis of productivity, technological change and efficiency and 

their diffusion within and across establishments, enterprises and 
industries. 

3. A wide range of descriptive statistics such as cross-tabulation of 
important' variables (productivity value added, wage rates) by size 
of establishment or enterprise, by industry, or by geographic area. 

il 

-- . 
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4. A wide range of studies of various economic surveys by comparing' 
detail and summary statistics across surveys.. 

5. Analysis of the.sources and nature of productivity growth, including 
geographic, size and industry dimensions. 

6. Analysis of geographic patterns in input markets,- especially labOF 
and energy markets. 

7. -Analysis of energy use in manufacturing establishments. i 'L 

8. Analysis of the,geographic dimnsions of, for example, labor and 
energy markets. 

I 
The data user/research community benefits by analysis of 'a rich longitudinal 

data base for manufacturing establishments and (through integration with other 
economic survey results) whole enterprises. The Bureau's economic survey'programs 
will benefit from validation and evaluation studies through time and across 
economic surveys. Feedback on the scope of the surveys, uses of the data, and 
data anomalies discovered during analysis will improve both the content and the 
quality of the survey data and statistical products based on theory. Also 
generalized data manipulation and analysis software produced for analytical 
uses of the file can be made available for use in the economics division,for \ 
their use in production processes. 

. 
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Table 1. The Longitudinal EstabLishmcnt Data File Directory 
. 

X-data available na -*not available 
r . / - 

Years 
Description 72 73 74 15 76 77 78 79 80 81 

Idcntifieation 
,(a) SIC - 4-digit industry 
(b) establishment ID number 

a- (c) Permanent plant number 
(d) Sample -eight 
(cl Employment sire co& 
(f 1 Primary product class code 
(g) Percent specialization in 

industry 
(h1 Percent ‘specialization in 

primary product class 

1. Location 
(al Stats 
(b) SNSS, I 
(cl county 
(2) Place 

f 
2. Number of Pnployets, Total 

(a) PrAuction workers, average 
(1) March- '- 
(2) May ’ 
(31 August 
(4) Novesber 

(b) All other employees 

X 
X 

% 

’ 3A. Payrolls, Tot& 
. (a1 Production wrkers 

(b) Other employees j 

X 
X 
X 

38. Supplementary Labor Costs, Tota!, X 

I (a) Legally required X 
fbl Voluntary X 

3C. First quarter payroll. na 

4. Worker-hours of Production Workers, 
ltatal : , 

(a1 January-Uarch 
(b) April-June 
(cl July-September 
(d) October-December 

x 
X 
X 
X 
x, 

X 

X 

x x 
x x 
x i 
x: ,x 
X X 
X X 

X X 

X X 

x X 
X X 

X ,X 

‘\ 
X X 
X X 
X X 
X X 
X X 
X X 
X X 

X X 
X X 
X X 

X. X 
Y X 
X X 

1.X X 

X X 
X X 
X X 
X X 
X X 

’ 

X 
X 
X 
X 
X 
X 

X 

Y 

X 
X 

X 

X 
X 
X 
X 
X 
X 
X 

X 
X 
X 

X 
X 
X 

X 

X 
X 
X 
X 
X 

X 
X 
X 
X 
X 
X 

X 

X 

X 
X 

X 

X 
X 
X 
X 
X 
X 
X 

X 
X 
X 

X 
X 
X 

x 11 

X 
X 
X 
X 
X 

X 
X 
X 
X 
X 
X 

X 

X 

X 
X 

X 

X 
X 
X 
X 
X 
X 
X 

X 
X 
X 

‘X 
‘X 
X 

X’ 

, 
. 
X 
X 
X 
X 
X 

X 
X 
X 
X 
X 
X 

X 

X 

X 
X 

X 

X 
X 
X 
X 
X 
X 
X 

X 

X. 
X 

X 
X 
X 
\ 

X 

X 
X 
X 
X 
X 

lx x 
x x 
x x 
x x 
x x 
x x 

x x 

x x 

x x 
x x 

. 

X 

X 
x 
X 
X 
X 
X 
X 

X 
X 

*X 

X 
X 
X 

X 

X 
X 
X 
X 
X 

\ 

X 

X 
X 
X 
X 
X 
% 
X 

X 
X 
X 

X 
Y 
X 

X 

X 
X 
‘X 
X 
X 
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X 
x . 
x 
X 
X 
X 

Y 

X 

\ . 

X 
X’ 

x -_ 

X. 
x 
X’ 
X 
x I 

x 
X’ 

X 

x . 
% 

x ” 
X 

‘X 

X 
. 

X 
na 
na i 
na 
na _ 
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Table 1. The Longitudinal -tibUshment 
Continucd- . 

. 

Data ?ild Directory . . . 

. 
. Years 

- rkrcription 72 73 74 75 76 77 78 79 80 81 1 _ 

5. 

c 

6. 

7. 

8. 

9. 

ID. 

cost of nattrials and Services, 
Total * 

(8) )(atcrials,,pirts, atem 
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CASE STUDY 12 

STATIST KS, OF INCOME PROGRAM 

I. Purpose ,I, 

The Internal Revenue Service, in addition to its primary mission of enforcing 

'7 . 
the Federal tax laws, is also charged with publishing statistics on-the operation 

.? of the tax laws. The data, based on tax returns, are released in a series . 
of reports called Statistics of Income (SOI). 

'-9 The SOI reports 'from the very beginning (1916) have been used 'extensively 
for tax research and for estimating revenue, especially'by officials in the 
Department of the Treasury. The main, emphasis of the annual statistics has 
always been individual and corporation income tax data. Other subjects based 
on other types of returns for which data have been tabulated either annually 
or periodically have been partnerships, estate-s and gifts, fiduciaries, 
farmers' cooperatives, and foundations and other tax exempt organizations. 
Data are also published on the international income and taxes of U.S. persons 
and corporations. 

. 

' Traditionally, the SO1 Program has been based on cross-sectional samples. 
However, these statistics told very little about the relationships between 
events that were being described. For example, was it the people who moved 
who achieved increases in income? Did people whose tax rates went down give , 
more or less to charitable organizations? Only with longitudinal studies 
has IRS been able to relate status at one point in time to status at another. 
This is done by focusing on specified observational units in one y.ear, and 
following their status through successive (or preceding) years. In addition, 
when dealing with attitudes, such as the response,of taxpayers to tax law 
and economic changes, longitudinal samples are as close as SO1 can come to 
performing controlled experiments. 

i 

Most of-the longitudinal studies have been panel studies. The same 
variables are measured for the same observational units, at'different periods 
in time. This is done by creating~a file of individual tax. return data for 
a group of taxpayers for each of a succession of years. The IRS has also 
done transtemporal studies, in which different variables have been measured / 
in different years,for'the same taxpayers. An example'would be the matching 
of individual income tax returns filed during a taxpayer's lifetime,with'the 
estate tax return (which indicates the taxpayer's wealth) filed after his 
or her death: A third type of longitudinal study is the non-identical study, I 
in which one set of variables is measured for one set of observational units 
at onetime, and another set of variables is measured for a-related but not 
identical group of observational units at another. This occurs when the c 
estate tax return of one individual is matched to the income tax returns 
filed in later years by his or her heirs. 

-b , ( /. 

Because IRS is dealing with ,administrative files, one more set of 
distinctions deserves,to be made. Each of the types of longitudinal studies ,, 
mentioned above can be either prospective or retrospective in nature. In 
other words; the historical data can be built by going either backwards- , 

From a paper presented to the American Statistical.Association by Robert A. Wilson 
and John DiPaolo, and a presentation to the Joint U.S. and Canadian Conference on 
Tax Hodelling by Peter J. Sailer. 

147 



or forwards in time from the point at which,the sample was selected. The 
SO1 Division has created both types of files, as well as hybrids which move 
in both directions. 

II. Sponsorship 

The SO1 program is the responsibility of the Statistics of Income Division 
of the IRS Office of Returns and, Information Processing. The Statistics of 
Income Division is responsible not only for SOI, but also for conducting 
special statistical studies and providing.advice on sample designs for use 
in helping other organizations in IRS to conduct studies of their own. 

III. Sample Design ' _ 

The SO1 program has the following basic character. Returns filed with 
the ten service centers are processed for administrative purposes to determine 
the correct tax liability. During processing, the returns are,entered on 
tape for eventual posting to the IRS Master File. It is when the return 
records are on tape that they are designated for SOI. After the returns are 
designated, they are subjected to additional editing and relational testing 
for the SO1 program. / I 

A. Design Problems 

The first task is to identify the same observational units. In the 
case of individual taxpayers, this is not too difficult, at least in theory. 
All records are identified by social security number (SSN), and most of 
the electronic files are sorted in SSN order. 

There are many reasons, however, which can caus: non-matches. Deaths 
(in the case of prospective.studies) and births (in the case of retrospective 
studies) guarantee that not all records will match to a record for 
another year. (Births and deaths mean coming into the system or leaving the 
system. This leads to the phenomenon that a taxpayer can 'be born into the 
estate tax system only by dying.) Unfortunately (for the SO1 program), 
many taxpayers show a tendency to die only temporarily, and then to be reborn 
a few years later. 

However, neither processing errors,. nor births, nor deaths create as 
many problems as marriages. When a male in an SOI panel gets married, he 
will generally start filing a joint return with his wife, using his SSN 
as the primary,SSN on the return. This means that he will still be in 
the panel but, in contrast to earlier years, he may well have a second 
persons's income and taxes mixed in with his. On the other hand, when a 
female gets married, she is generally lost to a panel, especially if the 
sample selection is performed at the service centers, where secondary 
SSN's are not always key-entered. No matter how much ,effort is made to 

J 

keep all the observational units from one year to the next, the fact 
remains that it will not be possible to include completely comparable 
data i terns, since joint returns always combine data items for both tax- 

r- 
i 

payers. 
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The problem of marriages is compounded when one is trying to establish 
a panel of corporations. While multiple,marriages'do occur among individuals, 
at least they occur serially. 'In the case of corporations, the frequent and 
cumulative merging of observational units. often with-units from totally 
unrelated industrial groupings, can wreak havoc with corporation panels. For 
that reason, corporation panel studies undertaken by the Statistics of Income 
Division have been confined to very small pilot efforts. 

-3 ., ', 
Although setting up a panel file may be much more complicated than 

simply selecting a series of cross-sectional samples,' panel files have one 
additional benefit. While the sampling variability of the estimates for 

T each year should be about the same as they would be for a cross-sectional 
sample of the same size for each year, the sampling variability of the 
changes from one year to the next should be considerably smaller. This 

\ happens because the differences between one year and the next truly are 
differences, not the results of selecting different samples. 

IV. Survey Design and Content 

A. The 1967-73 Individual SO1 Panel 

The 1967-73 panel was created by incorporating two four-digit social 
security number endings in each stratum of each Statistics of Income sample 
for those years. In other words, anybody whose SSN ended in one of those 
two combinations of digits was'included in the.larger, stratified sample 
selected to produce the annual Statistics of Income report. In theory, at 
least, this created a general-purpose panel at a very low cost.' The cost of 
abstracting, keying, and testing important,data items from selected tax 
returns was absorbed as part of the regular statistical processing. 

One problem arose because an annual 8 percent delinquency rate added np to , 
quite a few incomplete,observational units over a seven-year period--over 10 
percent, as a matter of fact. Further complications arose because of the many 
tax law changes and consequent redesign of the tax forms over the 7-year period 
of the panel. Because of these changes, the file format changed considerably 
over the period, with old #items being dropped and new ones added. IRS finally 
decided to create a completely new file format, which would work for all the 
years in the panel. Fields were created for all items that existed over the . 
'I-year period, pndiwere filled in for those years for which they existed. 

When the completeness of the file,was evaluated, going'back only one year 
(i.e., to 1972). returns for 11.7 percent of the taxpayers in the sample were 
missing. Going back another year, 
others dropped out, 

some of the lost taxpayers reappeared, while 
for a net loss of 18.4 percent. By the time IRS had gone 

back 6 years to the beginning of the panel, no returns could,be found for 32.6 
percent of the 1973 taxpayers. The number for which IRS did not have complete 
records was closer to 50 percent. In spite of its limitations, the file proved 
useful .in studying a number of issues. 

%. The Capital Gdins Panel * , 

Reginning with Tax Year 1973, the Statistics of Income Division began 
assembling "capital gains panels." These'are 5-year, 
panels, with+the base year in the,middle. 

retrospective/prospective 
A highly stratified sample of Schedule 

D,returns (Capital Gains and Losses) with sampling rates ranging from l/48,000 
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to l/5, is selected for the middle year. The IRS Individual Master File is 
then used to locate the returns for the two previous years and, eventually, 
for the two following years. The returns are pulled, and details on each 
capital transaction are edited and transcribed. 

c. The Estate Collation Study 

While a panel of Forms 1040 can provide information about the realization 
of capital gains, and a panel of Schedule D data can indicate what type of 
assets have been traded and how,long they have been held, neither shows how 
these relate to the total wealth of the taxpayer. Wealth, in fact, is reported 
at most once for any given taxpayer --on Form 706 (Estate Tax Return),,by the 

after he or she has died. The purpose of the SOI's estate taxpayer's estate, 
collation studies is to establish a connection between the income and the I 
wealth of taxpayers, and to trace the transfer of wealth (and consequent 
changes in income) when a taxpayer: dies. This is done by matching a decedent's 
estate tax return first to his or her income tax returns prior to death, 
then to the beneficiaries' income tax returns both before and after the 
death. In other words, this is a hybrid of every type of longitudinal 
study mentioned above: a retrospective and prospective, non-identical, 
transtemporal panel. 

For the 1976 Estate Collation Study, IRS matched estate tax returns 
filed in 1977 with the decedent's income tax returns filed for the two 
previous years. In addition, IRS matched the income tax returns for 
nonspousal heirs to whom a bequest of $50,000 or more had been made, 
obtaining data for the two years before and the three years after the 
bequest. - 

0. Taxpayer Migration Data 

This project is probably one of the largest panel studies ever under- 
taken. It is not done by the Internal Revenue Service, but it involves data 
files that are provided by 'IRS to the Bureau of the Census. The Census matches 
every computer record of individual income tax returns filed from January 
through September of a given year to the previous year's record. The Census 
Bureau is given access to return records, among other things, to make intercensal 
population and income estimates, and to provide county and minor civil,division 
level data to the Treasury Department for the Federal Revenue Sharing 
program. The matching of return records is in part an operational necessity. 
Taxpayers frequently use a business or Post Office Box address on their 
returns. Therefore, the Bureau persuaded IRS to put a question on the ' j 
return about the exact governmental unit in which a taxpayer lives. 
this is done only once every few years 

However, 
--the most recent year was 1980. 

/ 
Among the series of data which Census creates from these files are 

matrices which show from where to yhere the population is shifting; and 
county migration data which show how many taxpayers entered and left each 
county within a given period of time, 
and, for some years, 

how many exemptions they claimed, 
the amount of income for the in-migrants, the out-migrants. 

and the non-migrants.- 
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E. Department of Defense (DOD) Salary Study \ 

The DOD Salary Study is the restulr of a public law passed by the' 
U.S. Congress which requires the Department of Defense to perform an evaluation 
of the military pay structure at least once every fournyears. Part of this 
study entails following the earnings of persons who leave the Armed Forces-- ' 
separatees, as DOD calls them-- to,learn what the "opportunity costs" are for 

7 
persons who stay in the Armed Forces. / 

i 
The sample of separatees is chosen by DOD. New separatees are sampled 

I each year. Once selected for the sample, the individual stays in it forever. 

\ _ DOD gives IRS the social security numbers off the new designees, along with -' . 
codes indicating their DOD characteristics. By going to Forms 1+2.(Wage and 
Tax Statements), rather than to income tax returns, IRS gets only the salaries 
of the individuals-in the sample. 

I’ Because of the taxpayer's right to privacy, no identifiable data are 
returned to DOD. All.SSN's are removed from the ,data before they are sent 
back to DOD. Furthermore; DOD supplies IRS with at least three individuals 
with any given combination of DOD characteristics codes, so that there will 
not be any way to match back to the SSN's. /* 

One of the limitations of this panel is that of missing data. There are 
' no indicators on the Form W-2 to indicate whether a'person for whom data are 

missing is self-employed, unemployed, retired, or dead, or whether IRS has 
made a processing error. At this point,‘ there is no,alternative to- simply 
leaving these individuals out of the analysis. 

F . , The Individual Panel Beginning with Tax Year 1979 
/ 

s The Tax Year 1979 sample was designed to study certain questions related 
to mortality and morbidity rates by occupation of taxpayer. Funds had been 
made available for this purpose by the Social Security Administration and 
the National Cancer, Institute. Since future links to certain data items 
from'the Social Security Administration's Continuous Work History Sample (CWHS) 
were anticipated, five SSN endings were chosen to overlap with the CWHS sample. 
There is now a 3-year panel of some 45,000 randomly selected tax return records, 
and a 4-year panel of 9,000 records. 

G. Corporation Tax Adjustment Study (CORTAX) 
. 

G 

This study is intended to quantify the effects of adjustments (through 
carrybacks of net operating losses and unused credits, IRS examination activity, 
etc.) to corporate tax liability after ,the corporation's 'original tax return 
(Form 1120 series) has been filed. By linking SOI corporate sample EIN's to 
their Business Master File (RtlF) accounts, 

, 
SD1 expects to,tabulate these 

,adjustment amounts:.for all tax years on the BMF extract-- usually the most 
recent five or'so. 

? 
For example, CORTAX 86 will commence in 1986 by extracting these adjust- 

ment data for Tax Years 1978 - 1982, using the Tax Year 1982 sample file of 
EIN's as the extract or link variables. While a significant portion of the ' 
SOI corporation sample (like other SD1 sampling frames) is already longitudinal, 
CORTAX will lend an additional longitudinal aspect,with its five years of 
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adjustment data for each CORTAX year's record. In addition; CORTAX will show 
cumulative adjustment effects (and, thus, annual changes) for certain tax 
years over time for the longitudinal "core" of records in the SO1 corporate 
samples. 

CDRTAX 87 is expected to provide tax liability,adjustment data for an 
accounting period range ending with Tax Year'1985, and may expand tabulations 
to include interest and penalty assessment amounts as well. Thereafter, 
CORTAX studies are planned for annual occurrence, and should c,ontinue to 
provide Treasury's Office of Tax Analysissand Congress' Joint Committee on 
Taxation with the supplemental data bases necessary for the development of 
more current and detailed tax policy/legislation analyses. ' 

V. Future Studies 

There is no doubt that longitudinal studies are essential to the IRS ' 
mandate to Rroduce statistics on how the internal revenue laws are operating. 
A new estate collation study is being planned for 1982 decedents. In this 
new, improved study, wealth transferred to trusts and other estates, as well 
as to individuals, will be traced. One of the most ambitious plans is -the 
study of Intergenerational Transfers of Wealth. The only time an actual 
accounting is available for an heir's wealth will be when that heir, in turn, 
passes away. This is what the study of intergenerational,transfers is all 
about. By linking estate tax returns filed by succeeding generations of heirs-- 
a classic non-identical longitudinal study--it is possible to study changes in 
the concentration of wealth during the history of the tax system, and the 
role intergenerational transfers of wealth have played in this process. 

Additional plans for the future include improved,,individual panel studies 
using data from the Individual Haster File of all tax return records, including 
one in which the postal ZIP code will be used to trace migration patterns. Also 
planned are additional capital gains panels, and a panel study of large private 
foundations. 
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